Resampling methodologies in Phase I control charts
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Abstract. The bootstrap methodology is used in Phase I of control charting to estimate the nominal process parameters, together with the use of robust estimates. We evaluate the performance of the Mean-chart with estimated parameters for monitoring the process location, where the estimates are obtained on the basis of a simple reference sample or via bootstrapping from such sample. The run-length distribution of the corresponding charts is obtained by Monte Carlo simulations.
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1 Introduction

The control charts, introduced by Shewhart in 1921, are one of the main tools in Statistical Process Control (SPC), but their domain has been successively enlarged, with applications to areas as diverse as Health, Medicine, Genetics, Biology, Environmental Sciences, Finance, Metrology, Sports and Justice, among others. For an overview of standard and non-standard applications of control charts see, for instance, Montgomery[18], Woodall and Montgomery[27, 28], MacCarthy and Weissel[17], Dull and Tegarden[11], Vardeman et al.[26], and references therein.

To develop any control chart the nominal process parameters must be either assumed known or estimated. In practice the distribution of the process data as well as the process parameters are usually unknown, being the process parameters usually estimated from an in-control Phase I reference sample, made up of m subgroups of size n, before we proceed to the building of a (non-)parametric control chart.

A strong emphasis has been given to the analysis of the real performance of control charts implemented on the basis of estimated parameters, and to the effect of the non-normality in the performance of the usual control charts. Apart
from the pioneer works of Schilling and Nelson[25], Balakrishnan and Kohrer-
lakota[1], Chun et al.[3], Rose[21],[22], Queersberry[20], Chen[8], Nedunamu-
and and Pignatiello[19], Charn and Jones[4], Chakraborti[5],[6],[7], and Jensen et
al.[16], we mention, among others, the recent works of Zhang and Castaldi-
ola[29], Schoonjvosen et al.[23],[24], and Castagliola and piguesfredo[2]. From
these studies we easily conclude that to obtain control charts implemented with
estimated control limits with the same run-length properties as the correspond-
ing charts with true limits, the choice of the number of subgroups, \( m \), and the
sample size, \( n \), cannot be heuristic. Besides the need of a very large number \( m \)
of subgroups, which is a limitation from a practical point of view, and in some
cases even impossible, we must determine the control limits in a robust way.
Other approach consists of modifying the chart parameters in order to take
into consideration the variability introduced by the estimation of the nominal
process values in Phase I, allowing that way to maintain the expected false
alarm rate.

Our aim in this paper is only to investigate the benefits of using the boot-
strap methodology in Phase I of control charting to obtain a larger reference
sample to estimate the nominal process parameters, together with the use of
robust estimates. More precisely, from an in-control reference sample of \( m \)
subgroups (20 or 30) of size \( n = 5 \), we set out to construct a larger refer-
ence sample of \( M \) subgroups (100, 500 or 1000) of size \( n \) by bootstrapping
from the pooled sample of size \( m \times n \). The nominal process parameters are
then estimated through the use of a few location and scale statistics. As an
illustration we only consider the traditional Mean-chart with estimated con-
trol limits implemented to monitor the mean value of a normal process. The
paper is organized as follows. Section 2 provides some information about the
implementation of the Mean-chart with estimated control limits, the bootstrap
methodology and the statistics considered in the estimation of the nominal
process parameters. Section 3 presents some relevant parameters of the run-length
distribution of the traditional Mean-chart implemented on the basis of previous
estimates, obtained by Monte Carlo simulations, and Section 4 concludes with
some comments about the performance of the implemented control charts.

2 Mean-chart with estimated control limits based on
bootstrap estimates

Let \( Y \) be a random variable associated with a normal process, being the in-
control mean value, \( \mu_0 \), and the in-control standard deviation, \( \sigma_0 \), both unknown. The most popular control chart for the process location monitoring
is the Mean-chart with estimated control limits, \( \overline{Y} \), obtained by plotting the
sample means of the Phase II samples \( (Y_{i,1}, \ldots, Y_{i,n}) \), \( i = 1, 2, \ldots \), of \( n \) in-
dependent normal random variables, \( N(\mu_0 + \delta \sigma_0, \sigma_0) \), where \( i \) is the subgroup
number and \( \delta \) is the magnitude of the standardized mean shift. If \( \delta = 0 \) the
process is in-control, otherwise the process is out-of-control due to a shift in
the mean process.
The (estimated) control limits (CL's) of the $\bar{Y}$-chart are random variables, which can be written in the form

$$\overline{CL} = \mu_0 \pm K\sigma_0,$$

(1)

where the chart parameter $K$ depends on the sample size $n$, and is determined in order to obtain a given in-control performance, say, a fixed in-control Average Run-Length (ARL). For instance, the $\bar{Y}$-chart with exact 3-sigma control limits, $CL's = \mu_0 \pm \frac{3}{\sqrt{n}}\sigma_0$, leads to an in-control ARL = 370.4. If we consider $K = 3/\sqrt{n}$ in (1), the corresponding Mean-chart does not have the same performance of the chart with exact 3-sigma control limits, unless the process nominal values $\mu_0$ and $\sigma_0$ are adequately estimated.

The standard procedure is to estimate $\mu_0$ and $\sigma_0$ from $m = 20, 30$ subgroups $(X_{i,1}, \ldots, X_{i,n})$, $i = 1, \ldots, m$ of size $n$, usually 4 or 5, assuming independence between and within subgroups, and that $X_{i,j} \sim N(\mu_0, \sigma_0)$. However, the literature refer that for an adequate estimation of $\mu_0$ and $\sigma_0$, the number $m$ of initial subgroups must be very large, at least 400/n (see, for instance, Quesenberry[20] and Castagliola and Figueroa[2]).

In this study we apply the bootstrap methodology to the pooled sample of size $m \times n$ in order to obtain a larger number $M_0 = 100, 500, 1000$ subgroups of size $n$ that will be used for the estimation of $\mu_0$ and $\sigma_0$. How does the bootstrap methodology work?

Let $(W_1, \ldots, W_n)$ be a random sample of size $n$ from a d.f. $F(.)$. The bootstrap sample, $(W_1^*, \ldots, W_n^*)$, is obtained by randomly sampling $n$ times, with replacement, from the observed sample $(w_1, \ldots, w_n)$. These variables $W_i^*$ are independent and identically distributed (i.i.d.) replicates from a random variable $W^*$, with d.f. equal to the empirical d.f. of our observed sample, given by

$$F_n^*(w) := \frac{1}{n} \sum_{i=1}^{n} I_{\{w_i \leq w\}}.$$  

(2)

where $I_A$ denotes the indicator function of the set $A$. For other details about the bootstrap methodology see, for instance, Davison and Hinkley[10], Efron[12] and Efron and Tibshirani[13].

In our case, by bootstrapping from the empirical d.f. associated to the pooled reference sample of size $m \times n$, $(x_{1,1}, \ldots, x_{1,n}, \ldots, x_{m,1}, \ldots, x_{m,n})$, we generate $M_0$ random samples of size $n$, say $(X_{*,1}^*, \ldots, X_{*,n}^*)$, $r = 1, \ldots, M_0$. In the sequel $(X_{i,1}, \ldots, X_{i,n})$ denotes the $i$-th subgroup of size $n$ used in the estimation of the nominal values and let $X_{i,j}$ be the $j$-th ascending order statistics (o.s.) associated to the subgroup $(X_{i,1}, \ldots, X_{i,n})$.

To estimate the nominal process parameters under consideration, i.e., the in-control mean value $\mu_0$ and the in-control standard deviation $\sigma_0$, we have carried out the following procedure:

1. From $k$ subgroups of size $n = 5$, with $k$ denoting either $m$ (20, 30) or $M_0$ (100, 500, 1000), we compute $k$ partial estimates, $\hat{\mu}_0$, and $\hat{\sigma}_0$, $i = 1, \ldots, k$;
2. Then, we consider the overall estimates $\bar{\mu}_0 = \frac{1}{k} \sum_{i=1}^{k} \bar{\mu}_i/k$ and $\bar{\sigma}_0 = \frac{1}{k} \sum_{i=1}^{k} \bar{\sigma}_i/k$, to be used in the $\pm$-sigma control limits of the $\bar{X}$-chart.

To obtain the partial estimates $\bar{\mu}_i$, we consider, for $n = 5$, the sample mean,

$$\bar{X}_i = \frac{1}{5} \sum_{j=1}^{5} X_{i,j},$$

and the total median, defined by

$$TMd_i = 0.058 \left( X_{i,1} + X_{i,5} \right) + 0.356 X_{i,3} + 0.259 \left( X_{i,2} + X_{i,4} \right).$$

To obtain the partial estimates $\bar{\sigma}_i$, unbiased whenever the underlying model is normal, we consider, for $n = 5$, the following statistics divided by the scale constant $c$ (into brackets): the sample standard deviation,

$$S_i = \sqrt{\frac{1}{4} \sum_{j=1}^{5} (X_{i,j} - \bar{X}_i)^2} \quad (c = c_1 = 0.940),$$

the sample range,

$$R_i = X_{i,5} - X_{i,1} \quad (c = d_2 = 2.326),$$

and the total range, defined by

$$TR_i = 0.737 \left( X_{i,5} - X_{i,1} \right) + 0.263 \left( X_{i,4} - X_{i,2} \right) \quad (c = 1.801).$$

The statistics $TMd$ and $TR$ are resistant to changes in the underlying model, and are similar to a special trimmed-mean, in which the ideal percentage of trimming does not depend on the data distribution. The distributional behaviour of the $TMd$ and the $TR$ estimators has already been investigated, and these statistics have revealed to be efficient and robust estimators of the mean value and the standard deviation, respectively. Details about these estimators can be found in Cox and Iglesias[9], Figueiredo[11] and Figueiredo and Gomes[15]. In the sequel the two overall estimates of $\mu_0$ will be denoted by $\bar{X}$ and $TMd$, and the three overall estimates of $\sigma_0$ will be denoted by $S/c_1$, $R/d_2$ and $TR/c$.

3 Run-length distribution of the proposed $\bar{X}$-charts

The ability of a control chart to detect process changes is usually measured by the expected number of samples taken before the chart signals, i.e., by its ARL (Average Run Length), together with the standard deviation of the Run Length distribution, SRL. When we have to estimate some process parameters to determine the control limits of the chart, the RL variable (i.e., the number of samples taken before the chart signals) has not a geometric distribution as it happens in the known parameters case, but a more right-skewed distribution.
Some authors, Chakraborty[6],[7] and Jensen et al.[16], for instance, refer that for a more complete understanding of the chart performance, they suggest the analysis of the conditional RL distribution, i.e., the RL distribution conditional on the observed estimates, together with the analysis of the marginal RL distribution. Such a marginal distribution is computed by integrating the conditional RL distribution over the range of the parameter estimators and takes thus into account the random variability introduced into the charting procedure through parameter estimation without requiring the knowledge of the observed estimates.

In order to get information about the in-control and the out-of-control performance of the previous $\bar{Y}$ charts with estimated 3-sigma control limits to monitor normal data, we compute the (conditional) RL distribution of the $\bar{Y}$-charts by Monte Carlo simulation, using 250000 runs in the simulation experiment.

Table 1 presents the estimates of the most commonly used measures of performance of a control chart: the mean (ARL) and the standard deviation (SDRL) of the in-control RL distribution, for the case of known nominal process values (exact limits obtained by replacing $\mu_0 = 0$ and $\sigma_0 = 1$), and when the estimated control limits are based on the overall estimates $\left(\bar{X}, \bar{S}/c_4\right), \left(\bar{X}, \bar{R}/d_2\right)$ and $\left(\bar{T}\bar{S}/d, \bar{T}\bar{R}/d\right)$, obtained from a reference sample of $M_k$ (20 and 30) subgroups of size $n = 5$ and from $M_k$ (100, 500 and 1000) subgroups of size $n = 5$ obtained by bootstrapping from the pooled reference sample of size $m \times n$.

Table 2 presents the ARL and the SDRL of the $\bar{Y}$-charts with estimated and exact control limits for samples of size $n = 5$, when the process is out-of-control due to a shift in the mean value from $\mu = \mu_0 = 0$ to $\mu = \delta = 0.3, 0.5, 0.7, 1.0, 1.5$, and for $m = 30$ and $M_k = 500$ subgroups of size $n = 5$.

<table>
<thead>
<tr>
<th>Mean-chart with</th>
<th>ARL</th>
<th>SDRL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Estimated CL's</td>
<td>$\bar{X}, \bar{S}/c_4\left(\bar{T}\bar{S}/d\right)$</td>
<td>Estimates</td>
</tr>
<tr>
<td>$M_k$</td>
<td>$20$, $100$, $500$, $1000$</td>
<td>$458$, $494$, $525$, $576$</td>
</tr>
<tr>
<td>$m$</td>
<td>$401$, $386$, $370$, $368$</td>
<td>$378$, $365$, $355$, $350$</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Exact CL's</th>
<th>$371$</th>
</tr>
</thead>
</table>

**Table 1.** In-control ARL and SDRL of the 3-sigma $\bar{Y}$-chart for samples of size $n = 5$. For the estimation we consider $m = 20, 30$ or $M_k = 100, 500, 1000$ subgroups of size $n = 5$. 
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Table 2. Out-of-control ARL and SDRL of the 3-sigma Y-chart for samples of size
n = 5. For the estimation we consider m = 30 or M₈ = 500 subgroups of size n = 5.
The process mean changed from μ₀ = 0 to μ = δ.

4 Analysis of the performance of the proposed Y-charts

As expected, for all the different combinations of the number of subgroups used in the estimation m or M₈ and the estimates (μ₀, δ₀), the estimation of the nominal values have effect on the ARL and on the SDRL of the Y-charts. However, the effect on the in-control and out-of-control RL behaviour becomes small when m increases, and especially if we consider a large number M₈ of subgroups obtained by bootstrapping from the initial m subgroups of the reference sample. As m and M₈ increases the ARL value of the chart with estimated control limits tends faster than the SDRL to the corresponding values obtained when the Y-chart is implemented with exact CL’s. For instance, if we consider M₈ = 500 or 1000 subgroups obtained by bootstrapping from the initial m = 20, 30 subgroups of the reference sample, we obtain an in-control ARL approximately equal to 370.4, although the SDRL value maintains yet larger than 370.4. For detecting small shifts in the process mean value, we also get some improvements in terms of performance if we consider, for instance, M₈ = 500 subgroups for the estimation of (μ₀, δ₀), by bootstrapping from the initial m = 30 subgroups of the reference sample. Concerning the different estimates of the nominal values here considered, the results are qualitatively the same, at least when monitoring normal data. As m and M₈ increases, the upper percentiles become closer to the corresponding percentiles of the RL distribution of the Y-chart with exact CL’s. Finally, when it is not possible to consider a large reference sample or there is not available a modified chart parameter, K, that take into consideration the variability introduced by the estimation of
the nominal process values, the use of the bootstrap methodology should be explored because it can lead to some improvements in the performance of the chart.
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