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ABSTRACT

The rapid population growth, insecure lifestyle, wastage of natural resources, indiscipline behavior of human
beings, urgency in the medical field, security of patient information, agricultural-related problems, and automation
requirements in industries are the reasons for invention of technologies. Smart cities aim to address these challenges
through the integration of technology, data, and innovative practices. Building a smart city involves integrating
advanced technologies and data-driven solutions to enhance urban living, improve resource efficiency, and create
sustainable environments. This review presents five of the most critical technologies for smart and/or safe cities,
addressing pertinent topics such as intelligent traffic management systems, information and communications
technology, blockchain technology, re-identification, and the Internet of Things. The challenges, observations, and
remarks of each technology in solving problems are discussed, and the dependency effects on the technologies’
performance are also explored. Especially deep learning models for various applications are analyzed. Different
models performance, their dependency on dataset size, type, hyper-parameters, and the non-availability of labels
or ground truth are discussed.
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1 Introduction

In the last decades, the population has been increasing drastically, and a recent survey states that
around 70% of the world’s population will live in urban areas by the year 2050 [1]. Additionally,
the fast and increasing consumption of the world’s resources will lead to environmental problems
such as greenhouse gases and global warming. Thus, to overcome these limitations, smart cities
came into existence. Despite the expenditures, smart cities may reduce energy and water usage,
greenhouse gas emissions, transportation requirements and municipal garbage if deployed. In terms
of features, requirements, and components, smart cities worldwide are highly different. In general,
standards set by organizations like the International Organization for Standardization (ISO) provide
internationally accepted guidelines for driving development while maintaining quality, efficiency, and
safety. Standards can play a significant role in creating and building a smart city, which may cover all
areas, including health, agriculture, traffic, security, and energy, to name a few. The basic architecture
of smart cities is shown in Fig. 1. Previously, smart cities were usually termed tele-city, wired cities
and digital cities, but the most commonly offered term is smart city. Although smart city technology
is the most welcomed technology, it does not have a clear definition, even in academia. A smart city is
a constant location where all traditional technology and services are made more adaptable, efficient,
and sustainable. It connects the physical, social and economic infrastructure. This review article gives
an overview of safe city technologies, which can help researchers, academicians and industry experts
since it provides an opportunity to explore recent developments, difficulties, and challenges in smart
city technologies. Particularly, this review addresses the most commonly used technologies for smart
cities, such as Intelligent Traffic Management Systems (ITMS), Information and Communications
Technology (ICT), Blockchain Technology (BCT), Re-Identification (Re-ID) and the Internet of
Things (IoT). This article’s structure can be explained as follows: Section 2 details the following
searching process for articles and filtering strategies, and from Sections 3 to 7, a detailed explanation
of the five technologies under study, including advantages, disadvantages, working principles and
related work, is presented. Section 8 addresses the five technologies in terms of remarks, observations,
and main points. Section 9 presents the conclusions and possible future scope of each addressed
technology.

Figure 1: Fields covered under smart cities

1.1 Motivation

The convergence of safe cities and urban resilience in contemporary urban contexts is the subject
of several recent studies that provide a thorough review of the study on safe cities. These studies
usually look at frameworks that combine smart technology, safety, and environmental stewardship
in urban design. One study, for instance, examines frameworks that cities employ to address social
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equality, environmental impact, and resource management in order to improve public safety and
quality of life [2]. Reference [3] highlighted the innovations and challenges in “smart” cities, especially
those concentrated on mobile communication and social networks. In order to provide safety for
human beings by police, technologies used are discussed in [4]. Likewise, some review papers covered
technologies, especially for particular applications, but did not cover the deep learning (DL) and
machine learning (ML) techniques and covered papers till 2021. This motivated us to write this paper,
which covers technologies including ML and DL useful for safe cities applicable to all the fields.

The imperative need to optimize traffic flow, lessen congestion, and enhance road safety in quickly
urbanizing areas is highlighted by the rationale behind ITMS. Intelligent traffic management solutions
are needed to provide safe, effective, and sustainable urban travel. In addition to helping cities prepare
for breakthroughs like driver less vehicles, ITMS also addresses problems like traffic congestion,
pollution, road safety, and economic inefficiencies. Cities can guarantee cleaner, smarter, and more
dependable transportation networks for expanding urban populations by using ITMS. Significant
improvements in real-time traffic management using IoT, AI, big data, V2X communication, and cloud
computing are demonstrated by various researchers. To make sure that ITMS can scale successfully in
smart cities, future research will probably concentrate on enhancing system security, interoperability,
and environmental sustainability.

1.2 Contribution

The main contribution of this review paper is to review the state-of-the-art technologies behind
safe cities. As part of this review, we reviewed five most important technologies, which are the
reasons for the existence of safe cities. In this paper, we presented different papers that signify the
importance of these technologies towards safe cities. We gave an extensive review of five technologies
by covering advantages, disadvantages, and feature technologies in the field of interest. This paper
will give a thorough understanding of the contributions made to safe cities and shed light on the
development, difficulties, and potential paths towards safe cities. To enhance the analysis, current
case studies and particular instances are incorporated into each technology. The importance of the
key contributions was reviewed, summarized, and stressed as the necessity for inclusive, ethical,
and equitable ways to create safe cities. In this paper, we talked about privacy problems that come
with data collection and surveillance in safe cities, took into account how certain socioeconomic
groups may be disproportionately impacted by safe city programs, and explained problems such as
advanced safety technology cost and compatibility issues. Also, examined the latest developments in
surveillance technologies (such as drones, CCTV and facial recognition) and talked about how they
affect both public privacy and crime prevention; examined how IoT devices are evaluated towards
safe cities; reviewed how advancements in data analytics and artificial intelligence (AI) help for
safe city development; and reviewed how cybersecurity initiatives safeguard citizen data and vital
infrastructure, which are essential elements of safe cities.

1.3 Scope

We wrote a review paper on safe cities, the scope of this paper specify and exactly explore
larger context of five technologies towards safe cities development. Intelligent traffic management
systems, information and communications technology, blockchain Technology, Re-Identification and
the internet of things are reviewed in this paper. Reviewed the national, international, and municipal
frameworks and policies that govern urban safety, such as data privacy laws, urban planning rules,
and community policing. Discussed the public areas, emergency response systems, and transportation
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safety are reviewed. Demonstrated physical layouts lower crime and increase accessibility, environ-
mental design concepts such as CPTED (Crime Prevention Through Environmental Design) have
been incorporated. Finally, summarized upcoming research topics or cutting-edge trends that could
influence the next stage of safe city initiatives, such as 5G, AI ethics, and urban sustainability.

1.4 Limitations of State-of-Art Papers

Some recurrent gaps and difficulties are apparent when looking at the limits of earlier review
papers on safe cities. In Table 1, main restrictions frequently observed in existing review papers are
tabulated.

Table 1: Limitations of the previous review papers

Limitation Sublimation 1 Sublimation 2

Restricted technical
attention

A lot of studies place a lot of attention
on technological remedies like
surveillance, IoT, and artificial
intelligence, but they frequently ignore
the larger economic, social, and
cultural aspects that affect urban
safety.

Although technological
developments are regularly
emphasized, evaluations
occasionally minimize the possible
hazards, including cyber
vulnerabilities, data abuse, and
privacy concerns.

Inadequate
cross-disciplinary

Some assessments focus solely on
technological or legislative solutions,
failing to thoroughly address how
urban planning and environmental
design methods (such as CPTED)
affect city safety.

Despite being essential to creating
secure neighborhoods, the impact
of social factors–such as public
participation, social capital, and
community trust–on urban safety is
sometimes overlooked.

Insufficient talk on
privacy and ethical
issues

Many assessments touch on privacy
issues related to data collecting and
monitoring in passing, but they don’t
go into great detail about the moral
ramifications or legal frameworks
required to safeguard citizens’ privacy.

If citizens believe their privacy is
being jeopardized, safe city
technology may occasionally spark
opposition from the general public.
Although it is rarely discussed in
detail, this is essential to the
acceptability and success of safe
city projects.

Absence of
comparative
analysis

There aren’t many cross-city
comparisons since reviews frequently
don’t compare cities with different
techniques, which makes it harder to
determine which approaches work
best in various urban settings.

While many studies examine the
potential or theoretical advantages
of safe city technologies, they do
not include empirical assessments
of the practical results, such as
decreased crime rates or faster
emergency response times.

(Continued)
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Table 1 (continued)

Limitation Sublimation 1 Sublimation 2

Focus on recent
developments in the
short term

Some articles ignore the underlying
research and theories that influenced
the current ideas of safe cities in favor
of concentrating solely on recent
developments.

A lot of evaluations end without
providing much information about
potential future research topics or
difficulties, which leaves out
chances to suggest ways to advance
safe city studies.

2 Followed Search Strategy

A comprehensive literature review involves a thorough examination of a suitable amount of
literature through a clearly defined and understandable search and screening process. Conducting a
systematic search allows researchers to replicate and scrutinize the study, providing field academics
with reliable findings for incorporation into their own research. This review specifically delves into
articles published in national and international journals as well as international conferences spanning
the years 2010 to 2021. The focus is primarily on the technical, scientific, and social science components
of Smart Cities, drawing insights from critical academic publications indexed in Science Citation Index
(SCI), Science Citation Expanded (SCIE), and Scopus.

The exploration of relevant articles extends to conference papers presented at reputable organiza-
tions, universities, and platforms affiliated with IEEE, Springer, Elsevier, and indexed by Scopus. Three
primary database sources, namely IEEE Explore, Scopus, and Google Scholar, were utilized, along
with additional searches on Google Scholar. These sources predominantly cover articles published in
IEEE, Inderscience, IGI Global, MDPI, Willy, and ScienceDirect.

A variety of keywords were employed in the search process to find pertinent articles, including
terms like “Smart City,” “Smart Cities,” “Safe City,” “Safe Cities,” and “urbanization.” Additionally,
technology-specific keywords were incorporated based on the smart city technologies. The relevant and
irrelevant keywords for the search process, categorized by technology, are outlined in Table 2. Some
publishers allocate specific journals, books, or special issues that focus on key technologies associated
with smart cities. Notable examples include Elsevier’s book series titled “Smart Cities,” MDPI’s open
access journal “Smart Cities,” ScienceDirect’s journal “Sustainable Cities and Society,” Wiley’s open
access journal “IET Smart Cities,” and IEEE’s journal “IEEE Internet of Things”.

Table 2: Keywords for search strategy

Technology Useful keywords Useless keywords

ITMS Deep learning, congestion management, traffic
congestion, GSM, IoT, RFID, WSN, intelligent
transport system

Computational intelligence, traffic
data collection, travel time
prediction, computer vision

ReID Computer vision, deep learning, surveillance
cameras, vehicle and Person re-identification

Multi-camera tracking, features

(Continued)
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Table 2 (continued)

Technology Useful keywords Useless keywords

ICT ICT, educational resources Efficient, management
IoT IoT for smart health, IoT for smart agricultural,

deep learning, tele-medicine, WSN
Food supply chain, 5G technology

BCT Cybersecurity, crypto-currency, bit-coin,
encryption

Fog computing, data mining, deep
learning

Using the sole keyword “Smart City” yielded 76,082 publications in the ScienceDirect database.
However, combining it with another keyword, such as “Smart City + Deep Learning,” reduced the
count to 12,904. Further refinement through year-wise filtering, considering publications from 2010 to
2021, resulted in a count of 9233. This approach helped filter out irrelevant, incomplete, or unnecessary
publications. Additionally, book chapters, case reports, and letters were excluded from consideration.

2.1 Filtering Process

Six selection criteria were used to collect relevant articles for this review. To begin, only research
articles published between 2010 and 2021 were taken into account. Most emerging nations have
recently adopted an urban renewal strategy agenda. For example, when Prime Minister (PM) “Naren-
dra Modi” was democratically elected in 2014, India began the 100 Smart Cities initiative [5], while
China released its first strategy in 2012 [6].

The rest of the six selection criteria were as follows:

• The title and abstract of the articles were assessed against predefined eligibility criteria. Dupli-
cates and publications not meeting the basic inclusion and exclusion criteria were removed.
The full text of the selected publications, based on title and abstract, underwent a thorough
evaluation against the same criteria to ensure the inclusion of only pertinent research.

• To ensure the relevance of the included articles to contemporary smart city technologies, only
publications from the period 2010 to 2021 were taken into consideration.

• In order to cater to a broader readership, only publications available in the English language
were considered for inclusion.

• Publications that were inaccessible or lacked complete text or abstract were excluded from the
analysis.

• Inclusion criteria prioritized publications related to state-of-the-art technologies.
• Emphasis was placed on articles addressing safety, crime and security prevention, or improve-

ments in public safety and security.

After applying the above six filtering stages, the final number of articles found, considered and
selected per each technology under study were the ones shown in Table 3. The total number of articles
selected for review were 55, 57, 09, 81 and 18 for ITMS, ReID, ICT, IoT, and BCT, respectively. The
PRISMA diagram of the followed search strategy can be visualized in Fig. 2.
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Table 3: Number of articles found, took into account and selected

Technology #Found #Took into account #Selected

ITMS 196 109 56
ReID 169 105 53
ICT 41 22 06
IoT 342 131 77
BCT 72 42 15

Figure 2: PRISMA diagram of the followed search strategy

3 Intelligent Traffic Management Systems

Smart traffic management systems are systems that regulate traffic flow through a city in response
to demand usually using centrally controlled traffic lights and sensors. Multi-Agent Systems (MAS)
have emerged as a critical technology for efficiently leveraging the growing availability of diverse,
heterogeneous, and distributed information sources in recent years. A multi-agent system is a collection
of agents whose goal is to break down a colossal system into multiple smaller systems that can
communicate, coordinate, and be readily expanded. The main advantages are robustness, scalability,
concurrency, adaptability, and flexibility. The main disadvantages include limited predictability and
control, accident-and error-prone system, and restricted reliability for computational purposes. These
drawbacks of MAS are overcome with the introduction of ITMS. These systems exchange essential
information that enables users to get traffic conditions while improving safety and reducing envi-
ronmental impact. They also allow users to be better informed and to use transportation networks
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in a safer, more coordinated, efficient, and more intelligent manner. ITMS are a low-cost solution
to improve a road network’s efficiency. To control and regulate traffic, ITMS employ messages and
signals. With ITMS, the overall traffic burden on the roads is reduced, resulting in more excellent
journey time reliability for citizens and local businesses, thereby increasing overall productivity. ITMS
are gaining popularity also due to rising internal security concerns, as ITMS incorporate highway
surveillance, a critical demand in internal security. These systems are essential to provide an effective
and efficient quick mass evacuation of people in emergencies such as natural disasters, fires, riots,
or terrorist attacks. Also, they can serve as an information and communication technology that can
help to improve transportation outcomes such as safety, productivity, travel reliability, informed travel
choices, social fairness, and environmental performance.

3.1 Working Principle of ITMS

Traffic lights, underground queue detectors and/or cameras, and a central control system are the
three main components of ITMS. The queue detectors provide information to the control system
about the state of traffic flow on all of the city’s major highways, as shown in Fig. 3, demonstrating
the various types of communication at a signalised crossing. The traffic management authority
can proactively and intelligently regulate the flow in a transportation system and eliminate traffic
congestion. At the same time, drivers are aware of real-time traffic conditions and have a sense of
potential congestion. Furthermore, the traffic management authority can regularly exchange relevant
decisions with corresponding drivers, allowing them to dynamically update their routes to reduce travel
times in crowded areas. ITMS controls the traffic lights to guarantee that traffic flows freely around
the city. They also assist drivers in finding a parking spot, which reduces the number of road accidents
and congestion. Another essential advantage of these systems is that they help with crime reduction,
smart city lighting, and efficient water and energy system utilisation. Communication and information
technologies are used in ITMS to manage road transport, road infrastructure, vehicles, and users. To
improve the efficiency of road transport and traffic management, ITMS provides a helpful interface
with other modes of transportation.

3.2 Advantages

• ITMS assists all travellers, regardless of age or disability, to get where they need to go.
Travelers unable or unwilling to drive will benefit from ITMS to provide greater information
on alternative options.

• ITMS makes paying for transportation services easier. In the future, fuel, public transit fares,
parking fees, and other expenses will be paid via a single electronic payment system.
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Figure 3: Common architecture of ITMS (adapted from [7])

3.3 Related Work

A dedicated traffic management system was used in Bangalore, India, to manage the traffic
remotely. Nearly 120 cameras at various junctions are used to monitor remotely, and around 163
traffic signals have been connected to the traffic-management centre. In this system, if no vehicles pass
through for four seconds, the light will automatically turn red [8]. A multi-agent system was developed
with a hierarchical operational network to effectively manage traffic conditions in metropolitan cities
[9]. A Vehicular Ad-hoc Network (VANET) is a wireless network that connects a group of mobile
or immobile vehicles and is primarily used to provide comfort and safety to drivers. The Internet
of Vehicles (IoV) is a vehicle networking protocol developed with sensors that exchange data over
the internet per agreed-upon protocols. In combination with VANET and IoV, an effective ITMS
was implemented by establishing cooperative communication between the vehicles and systems by
Elsagheer Mohamed et al. [10]. Kumar et al. [11] suggested an IOV-based route selection approach
and compared it with existing shortest path selection algorithms such as Dijkstra, Kruskal, and
prim algorithms. VANET is also used for Intelligent Traffic Lights (ITLs), which transmit warning
messages and traffic statistics to the drivers during heavy traffic [12]. The ITL is a vehicle traffic
management system that intelligently routes vehicles and pedestrian traffic by combining standard
traffic signals with an array of sensors and Machine Learning (ML) models. An ML-based object
detection algorithm and a soft computing algorithm were used to develop effective ITLs for traffic
control in Hong Kong. It addresses the problem of fixed traffic light systems by analyzing traffic
congestion and the number of pedestrians instantly, leading to a reduction in pollution, waiting
times for vehicles, and the safety of humans [13]. Similarly, the duration of the green light depends
on the traffic conditions. Sandhu et al. [14] tested an ITLs system in the city of Mumbai (one of
India’s heaviest traffic areas) and concluded that the average waiting time was less than that achieved
by conventional systems. The system was implemented with the Matlab simulation environment.
Gowtham et al. [15] used radar to measure traffic and categorized congestion into small, medium,
and high ranges. Traffic lights were controlled by an Artificial Intelligence (AI) model that used traffic
data along with the IoT. If the number of vehicles passing over a traffic signal ranges between 5–
10, 15–25 or is greater than 30, it is treated as small, medium and high, respectively. In Port Said
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city, an auto-alarm-based traffic light system was developed to clear the traffic during the COVID-
19 pandemic for the survival of patients affected strongly by cardiovascular systems [16]. During
emergency cases, Rego et al. [17] assessed the contribution of a Software-Defined Networking (SDN)-
based traffic control, which improves patients’ survival rates through effective traffic management. It
corresponds to an access control strategy and a computationally effective network design for better
performance. The authors hybridise the IoT and SDN for automatic diversion of traffic routes by
developing an IoT node and reducing the time delay by auto-generated messages in an emergency, and
they also develop an algorithm that counts energy consumed by individual IoT nodes. Yusoff et al. [18]
developed an ITMS based on a web geo-spatial information system that takes advantage of the web. It
is based on the traditional system and dynamic traffic data acquisition hardware modules. In addition,
ITMS was developed with a combination of ICT and IoT [19], hybridization of cloud technology and
social network with fuzzy-based verification approach [20], limitations of big data in developing urban
planning and policies [21] and suitable policy development with a high level of cooperation between
humans [22].

Table 4: Studies found on ITMS

Authors Outcome(s) Technologies Metrics

Yousef et al. [23] Traffic lights control Simulation of urban
mobility, Matlab

AQL and AWT

Gulati et al. [24] Accurate traffic
density estimation

Standard signal-processing
techniques

–

Javaid et al. [25] Regulates traffic flow RFID –
Malhi et al. [26] Vehicle detection and

density estimation
Video based vehicle
detection and classification
system

–

Modi et al. [27] Review related to
ITMS

Several DL models Accuracy, R2 value,
RMSE

Lin et al. [28] Accident risk
prediction

Naïve Bayes, Decision tree
C4.5, DL, DBN

Precision, recall,
F1-score

Yang et al. [29] Traffic forecasting
with good accuracy

Stacked autoencoder and
Levenberg-Marquardt

Accuracy, recall,
F1-score

Shobha et al. [30] Traffic density
prediction through
vehicle segmentation

UNet Spatial overlap index

Ubaid et al. [31] Traffic congestion
prediction

Faster RCNN Accuracy-91%

Table 5: ITMS datasets found in this review work

Dataset Format Year Link

CDnet2014 Video 2014 [32]
CAVIAR Video 2012 [33]

(Continued)



CMC, 2024, vol.81, no.3 3627

Table 5 (continued)

Dataset Format Year Link

UADETRAC Video 2004 [34]
VeR Video 2016 [35]
TPSdataset Video 2016 [36]

3.3.1 Deep Learning Models for ITMS

Motivation: Deep learning’s ability to process complicated, high-dimensional data and make
adaptive judgments in real time is the main driving force behind its integration into ITMS. Deep
learning provides strong solutions for evaluating vast volumes of traffic data, including IMAGES,
video, and sensor inputs, in order to optimize traffic flow and improve safety in urban regions that are
experiencing growing traffic congestion and associated issues.

Related work on ITMS: To find new insights into smart city development, several data scientists
used Convolution Neural Networks (CNN), Region Proposal Network (RPN) and Artificial Neural
Networks (ANN) for smart city data analysis, data pre-processing and data augmentation. On the
other hand, Deep Learning (DL) has recently received much interest from the research community
because of its capacity to handle vast amounts of data, require less human interaction, learn
complicated structures in large datasets, and outperform ANNs. Ramesh et al. [37] predicted traffic
information of a particular area through shared information within vehicles based on WiFi/Zigbee by
using random forest, AdaBoost and logistic regression algorithms for training and testing on a private
dataset, achieving an accuracy of 81%, 89%, and 91%, respectively. Khan et al. [38] introduced a self-
adaptive ITLs algorithm by introducing a You Only Look Once (YOLO) object detection algorithm.
The YOLO algorithm was trained to recognise cars, buses, bicycles, and pedestrians, among others,
in images. A total of four cameras were used to cover a junction consisting of four roads. One of
the images taken from captured videos is fed to YOLO for detection of objects and obtains the total
vehicle count through an OpenCV.cdn module. The duration of the green light depends on the count.
YOLO’s application is due to its simple design, high accuracy, adaptability to any dataset and high
speed, proving that results in intersection over union, Mean Average Precision (mAP) and average
computational time in detecting count, which was approximately 1.3 s. A random early detection
algorithm followed by a genetic algorithm was used for traffic management by Guillen-Perez et al. [39].
This system was applied for heavy traffic conditions, and the developed system was applied anywhere
without any pre-modifications. For the recognition of vehicles from video frames, a combination of
Gaussians and HSqueezeNet was used by Wang et al. [40]. The first one is to mark the region of
interest, and the second is a modified version of SqueezeNet for accurate recognition of the category
of vehicles. The authors compared the results against the YOLO versions two and three: Faster R-
CNN and single-shot multi-box detector, which proved better in terms of accuracy, F1-score, precision
and recall rate on two datasets used [32,41]. Table 5 presents some ITMS datasets found during this
review and their respective links. Goudar et al. [42], and Osman et al. [43] focused on developing
a hardware architecture that allowed recognising and locating breaking traffic rules quickly. These
are identified using a variety of sensors and cameras and work even when there are no traffic cops
around, making them helpful for detecting various contaminants in the air. Restricted Boltzmann
machine and online learning mechanisms were used for detection and tracking, respectively [44]. A
theoretical review of ITMS can be found in [45]. The computational complexity of DL increases
dramatically with traffic network size; this issue was addressed by a reward-based DL structure that
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uses a Deep CNN (DCNN) and a Deep Belief Network (DBN) to estimate traffic load and create the
final action matrix, respectively. The DCNN is used to build the award prediction network. At the same
time, the DBN is employed to build the action decision network [46]. Computational complexity was
reduced by following a specific strategy in designing a DL model with a suitable activation function
and applying it to a dataset collected in Brazil [47]. Zhou et al. [48] proposed a quick vehicle detection
algorithm for urban traffic surveillance. A Fast Vehicle Proposal Network (FVPN) and an attribute
learning network were used to detect vehicles quickly. FVPN is used to find a vehicle’s position, while
ALN verifies the vehicle’s type and other details. These DL-based solutions are primarily trapped in
scale-sensitive difficulties. Nallaperuma et al. [49] captured idea drifts and classified them as recurrent
or non-recurrent traffic occurrences using incremental and deep reinforcement learning approaches.
Reza et al. [50] reviewed various DL models for urban traffic management and mentioned the effects,
defects and limitations of various datasets available in image, video, and text formats. In addition,
in a service-oriented approach, Expectation Maximization (EM) algorithms have also been used for
ITMS [51].

3.3.2 IoT for ITMS

Al-Sakran [52] suggested a hardware architecture for ITMS by combining IoT and agent technolo-
gies, being the model designed to replace an existing ITMS because of its low price, flexibility, high
interoperability, and ease of upgrade. Narrowband internet of things was proposed for ITMS, which
minimises energy consumption and high-speed response [53]. An intelligent traffic management system
was presented using RFID technology for data collection and information to track illicit vehicles like
car theft or vehicles that escape road taxes. A passive Radio Frequency Identification (RFID) reader
and tags were introduced to handle traffic data collection, traffic control, shortest travel patterns, and
tracing of illegal vehicles [54]. A detailed analysis of many existing IoT-based ITMS and several issues
are discussed by Goswami et al. [55]. The authors debated unexpected natural occurrences such as
landslides, floods, and other natural disasters for all types of roads in rural and urban areas, aiming
to reduce the risk of road accidents.

3.3.3 Wireless Sensor Networks for ITMS

Wireless sensor networks (WSNs) are in high demand and will continue to be so in the future. Its
flexibility, low cost, the shortest time for connectivity, and topography, where any physical media is
hard to set up, are the main advantages of using wireless sensor networks for ITMS. Hilmani et al. [7]
developed wireless sensor networks to get road information and available parking places. It allows
drivers to see the available parking spaces and the traffic rate near their location. Here, an IP address is
assigned to each sensor node, leading to the identification of vehicles at high-speed [56]. It also achieves
vehicle classification and measures the vehicle’s speed and the number of vehicles. Sadhukhan et al. [57]
developed a smartphone-based measurement system and framework for vehicle traffic monitoring
with the help of wireless sensor networks. The framework aims to model, anticipate, analyse data and
monitor traffic flow. Agent-based intelligent control was developed for many road traffic functions
by Jin et al. [58]. It exhibited superior performance in comparison to other optimal signal control
techniques. Putra et al. [59] built an ITMS framework that measures the time to arrive at a location,
even when there are several difficulties on the road, so that vehicles can arrive quickly and safely at
their destination. Table 4 indicates the articles found addressing this technology for smart cities.
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3.3.4 Renewable Energy for ITMS

Incorporating sustainable, effective, and robust structures that reduce the ecological footprint
while improving living standards, safety, and usability is essential to building safe cities with renewable
energy transportation and infrastructure. The potential of hydrogen fuel cell cars (HFCVs), which use
hydrogen gas to power electric motors, to offer zero-emission transportation is examined in [60]. It
talks on the advantages of the technology, including its high efficiency and environmental friendliness,
as well as its drawbacks, like its high cost, inadequate infrastructure for recharging, and the complexity
of hydrogen storage. It also discusses new developments in technology and policy that may facilitate
the uptake of HFCVs as a sustainable substitute for fossil fuels. In [61], we reviewed the functions
of hydrogen fuel cells and battery-electric vehicles in environmentally friendly transportation. It
offers an analytical perspective on the viability of each technology for particular uses, emphasizing
how hydrogen cars have potential for long-haul and commercial applications because of their quick
recharging and longer range, while electric vehicles are best suited for short-distance urban use.
Reference [62] highlights the significance of HFCVs in lowering CO2 emissions and reliance on fossil
fuels, while also discussing the current state of the technology. Additionally, this study examines the
most recent developments in energy storage and fuel cell technology and talks about the need for
future infrastructure [62]. Deep Neural Networks for estimating the battery’s state of charge in electric
vehicles simulation and experimental findings were discussed in [63].

4 Information and Communications Technology

Information and communications technology (ICT) serves as an umbrella term encompassing
information technology, combining audio and image data, and networks connecting phones and com-
puters. The concepts, methods, and applications within ICT undergo constant evolution, benefiting
computer networks and telecommunication devices like mobile phones, printers, and scanners (Fig. 4).
ICT plays a crucial role in enhancing the quality, performance, and interactivity of urban services,
leading to cost and resource consumption reduction while facilitating improved communication
between citizens and city stakeholders. It stands as the essential foundation for smart cities, and the
Smart City concept relies heavily on its existence. Smart City applications are built on top of the
ICT infrastructure, designed to manage urban flows and enable real-time responses that enhance the
overall quality of life. While ICT offers numerous advantages, it’s essential to consider some of its main
disadvantages:

• There is dependence on technology service companies.
• Real estate becomes more expensive, as it is more difficult to build and execute.
• Considerable increase in electronic waste.

4.1 ICT in Smart Cities

In Smart City applications, Information and Communications Technology (ICT) plays a crucial
role in elevating the quality of life, enhancing urban service interactivity, reducing costs through
minimized resource consumption, and fostering improved communication between citizens and city
stakeholders. The ICT infrastructure for Smart Cities needs to be developed innovatively, requiring an
intelligent ICT network that ensures scalability, robustness, and flexibility.

To achieve these goals, various design network concepts can be employed, including:

• IoT-enabled networks: Given the integral role of the Internet of Things (IoT) in Smart Cities,
the ICT network design should seamlessly support applications based on IoT.
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Figure 4: ICT basic architecture

• Automatic security threat isolation and remediation: Implementing a network security manage-
ment model that can block threats at their source without introducing latency is crucial for
maintaining a secure ICT infrastructure.

4.2 Related Work on ICT

The advantages of ICT in Smart Cities include effective decision-making based on data, creating
safer communities, improved urban transportation and an improved environment through various
systems. The importance of ICT and its effect on Smart Cities, including healthcare, infrastructure,
overseas investment, and institutional quality, corresponds to areas where there is a need for improve-
ment [64]. Problems in the education system and how those could be resolved with ICT were discussed
by Haldar et al. [65]. The authors named it “Enduformatics”, developed in 2018, a combination of
informatics and education systems. Das et al. [66] observed an improvement in public services using
urban informatics and advanced technologies. Wang et al. [67] indicate that ICT has a favourable
impact on urbanisation and directly enhances its levels and effectiveness. Similarly, ICT was developed
in India to help private, government, semi-government, and public sectors [68]. Sultanow et al. [69]
proposed a Smart City that uses ICT to lead human life happily, share knowledge between business
environment and citizens, improve government services, boost citizens’ participation in urbanisation,
and optimise transportation system and resource utilisation.

5 Blockchain Technology

Blockchain technology is simply defined as a decentralised distributed ledger that records the
provenance of a digital asset. Because of its inherent design, the data on a Blockchain cannot be
modified, which is helpful for industries applications like secure digital payments, cybersecurity and
healthcare. It is an up-and-coming and revolutionary technology because of minimal risk and brings
transparency in a scalable way for myriad uses. The whole point of using a Blockchain is to share
valuable data in a secure, tamper-proof way where people don’t trust one another.

5.1 Blockchain Technology in Smart Cities

The primary objective of a Smart City is to optimize city functions, foster economic growth, and
enhance the quality of life for citizens through the utilization of smart technologies and data analysis.
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Incorporating Blockchain technology into Smart City initiatives contributes to improved operational
efficiency, facilitates transparent information sharing with the public, and enhances the quality of
government services and citizen welfare. The application of Blockchain can play a pivotal role in
addressing societal issues and promoting effective urban management.

Blockchain technology allows network participants to exchange data with high reliability and
transparency, eliminating the need for a centralized administrator. In urban settings where various
stakeholders are involved, the seamless exchange of data is crucial for delivering highly convenient
urban services. Blockchain enhances trust, security, transparency, and traceability of shared data
across a business network, ultimately leading to cost savings through increased efficiencies.

5.1.1 Advantages

• Enhanced Security: Blockchain contributes to the improved protection of personal data.
• Energy Efficiency: Smart Blockchain-based contracts streamline the trading of surplus electric-

ity among solar-powered households within the grid.
• Mobility Incentives: Government departments can identify daily car users, provide them with

discounts, and encourage the use of public transport.
• Waste Management: Blockchain offers real-time information on waste containers, allowing the

public and waste collection services to monitor their fill status.
• Immutable Data Storage: Perfect trust is established in storing data as each transaction is

recorded, placed into a data block, and added to a secure, unchangeable data chain.
• Greater Flexibility: Blockchain technology enables greater flexibility in various applications.
• Efficiency Gains: Implementation of Blockchain leads to the generation of new efficiencies in

processes and services.

5.2 Related Work on Blockchain Technology

In most Smart City scenarios, healthcare services have become essential in Smart Cities. Recently,
scholars have begun to promote the concept of “Blockchain Cities” as the next wave in urban trans-
formation to solve the issues of urbanisation. Kamruzzaman et al. [70] used Blockchain technology
for smart healthcare and fog computing for effective healthcare services in Smart Cities. To monitor
COVID-19 cases and transportation of medicine and food to patients while they are in quarantine,
drones and Blockchain play a significant role in doing such kinds of tasks [71]. The same technology
can help to handle potential epidemics in future. Similarly, Blockchain can also help assist Persons
With Disabilities (PWD). Rodrigues et al. [72] gave an overview of PWD with Blockchain technology,
including digital verification and patient identification. Along with healthcare, Shaikh et al. [73]
discussed how Blockchain was helpful in transportation industries and education society for smooth
execution of tasks. From crypto-currency invention, Blockchain technology has found a means to
handle data management and storage, smart contract raising, digital verification and identification,
money transactions with high security, and finally, to help the economic growth of the country [74].
Astarita et al. [75] proposed a transportation methodology based on Blockchain technologies. The
authors investigated Blockchain sustainability, concluding that it might be proposed as a tool to
restrict food wastage, reduce pollution emissions, promote proper urban development, and enhance
the quality of human life. For electrical power purchase, trading, and borrowing, a power distribution
network was proposed by Dekhane et al. [76] based on a green coin which is a wallet-based currency.
Khrais [77] considered a hybrid combination of IoT and Blockchain to develop sustainable futuristic
energy solutions by effectively controlling and monitoring the electrical and physical parameters.
Table 6 provides other works referring to Blockchain technology applications in Smart Cities.
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6 Re-Identification

Re-ID is described as a process of recognising objects from collected images from various cameras
subjected to non-overlapping of vision. It is used to figure out whether many security cameras captured
the same object or a different image of the same object. Multi-object tracking, intelligent monitoring,
and other fields rely heavily on object Re-ID technologies. Re-ID has recently received much interest
from the Computer Vision (CV) and ML community. Vehicle and person Re-ID are the two most
common application fields of an object Re-ID.

6.1 Person Re-Identification

The task of associated images of the same person recorded from different cameras or the same
camera at other times is known as person re-identification. It involves retrieving a specific person from
many non-overlapping images. It attempts to detect whether a person-of-interest appeared in another
location at a different time captured by another camera or even the same camera at a different time
instant. An image, a video sequence, or a text description might illustrate a person’s inquiry. There are
three stages in identifying a person: detecting, retrieving and tracking. The field of Re-ID has been
extensively researched and is also an essential goal with tremendous results by ensuring public safety
with the growing number of surveillance cameras. With the advancement of ML and DL’s growing
demand for intelligent video surveillance, the CV community has become much more interested in
this subject.

6.1.1 Related Work on Person Re-Identification

This section explores some of the papers discussed for Re-ID with CNN, ML, and DL. The
noted point is that all the papers explored their findings on image datasets, not video datasets.
The accuracy of person Re-ID algorithms mostly depends on pre-processing stages such as effective
detection of humans and the elimination of background and sometimes shadows. The researchers
developed, implemented and followed different steps two achieve these three tasks. One more hurdle
in people’s Re-ID is that while capturing images and videos through cameras, there may be two
inter and intra-camera problems. Person Re-ID requires discovering consistent and bigoted features
across a variety of cameras. Handcrafted algorithms established several ways to acquire local features
until DL methods commanded the Re-ID scientific community. Several algorithms, such as principal
component analysis, the Gabor filter, independent component analysis and others, have investigated
individual Re-ID problems by extracting local features.

Deep Learning and Convolutional Neural Networks (CNNs) The rapid advancement of Deep
Learning (DL) techniques, particularly Convolutional Neural Networks (CNNs), has significantly
fueled the interest and progress in Re-Identification (Re-ID) technology over the past few years, leading
to noteworthy accomplishments. Wang et al. provided a comprehensive review of published research
up to 2020, presenting various DL models for person Re-ID and elucidating the benefits, advantages,
limitations, and drawbacks associated with each model [78].

Zhang et al. introduced a deformable convolution characterized as lightweight, efficient, and
deep, covering required actions through dense spatial transformations without the need for additional
labeling or supervision [79]. Perwaiz et al. addressed the integration of a deep backbone network with
the area proposal network and the region of interest pooling [80].

Behera et al. explored achieving person Re-ID through the architecture of the Internet of
Biometric Things and CNN [81]. In dealing with the limited number of images for a single person in
a dataset, Zheng et al. utilized a Generative Adversarial Network (GAN) and a CNN sub-model for
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feature representation learning to label pedestrian images [82]. They employed an outlier smoothing
regularization approach to combine unlabeled GAN data with real labeled data for training.

Addressing variations in image quality from different cameras in person Re-ID collections,
Zhong et al. introduced a camera-style adaptation approach using CycleGAN to transfer the style
of images captured by one camera to another [83].

Table 6: Blockchain technology for smart cities

Paper Outcome Technology Metrics

Hakak et al. [84] Enhancing the quality of
life factors in Smart Cities
in terms of security

Blockchain technology —

Bhushan et al. [85] Blockchain technology to
solve the security issues of
Smart Cities

Blockchain technology —

Abbas et al. [86] Transportation system Blockchain technology,
Internet of Things

—

Wadhwa et al. [87] Security solutions AI, Machine learning,
Blockchain technology

—

Serrano et al. [88] Cybersecurity issues Blockchain random
neural network

Learning threshold
and Mining
threshold

Tezel et al. [89] Transparency and cyber
security

BCT —

Chinnasamy
et al. [90]

Secure communication Blockchain-based
technologies

—-

Table 7: Datsets for person Re-ID

Dataset Description Link

Market1501 Supermarket in Tsinghua University [91]
CUHK03 971 Identities, 3884 images, cropped manually [79]
DukeMTMC-reID Duke University’s campus in 2014 [82]
iLIDS-V It is based on the i-LIDS MCT benchmark data [92]
VIPeR Total images 1264 of 632 persons [93]
CAVIAR4REID Collected from INRIA Labs and shopping centre in Lisbon, Portugal [94]

Semantic Segmentation While capturing the videos/images in different directions/positions leads
to misalignment of body parts in an image; authors concentrated on algorithms to rearrange the body
parts in literature for person Re-ID. To address the misalignment problem, a UNet-based semantic
segmentation was used to segment the lower body, torso and head. These three segmented parts and
global features are fused to get an aligned body part. To overcome the problem of missing parts,
Gao et al. [95] used the DropParts approach, in which local features are weighted according to the
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number of parts found via segmentation. The method was tested on three datasets; please refer to
Table 7. Datasets in Table 8 are specially used where segmentation is part of the approach. The same
problem was answered by Kalayeh et al. [96] with Inception-V3-based segmentation followed by
ResNet-152.

Similarly, Song et al. [97] relied on Mask RCNN for segmentation and the multi-scale context-
aware network for person Re-ID. Color features of colour images are extracted with k-means
clustering, and these features are further optimised with evolutionary algorithms based on maximising
the quadratic similarity function. The maximised features are matched for person Re-ID, accordingly
to Zhang et al. [98]. During the training of a Re-ID model, part segmentation was used as an aid
body perception task. Specifically, during training, a light segmentation head was added to the Re-
ID model’s backbone, supervised with component labels. It’s worth noting that the segmentation
head is only used during training and has no effect on network input or how Re-ID features are
extracted, as stated by Huang et al. [99]. Fu et al. [100] proposed a two-stage segmentation for
person Re-ID; one stage handles local features with Spatial Stream ConvNet, and another handles
global features with segmentation stream ConvNet. This method on Market-1501 acquired 94.51%
Rank-1 and 90.78 percentage mAP. A joint segmentation was implemented to segment person images
that perform local block-matching, and Wang et al. [101] proposed global skeleton information for
skeleton matching. Finally, these matching are combined to identify the persons. Wang et al. [102]
segmented images into clusters, and the spatial relationship of the colours is stored in a co-occurrence
matrix. When persons are seen from similar perspectives, this strategy works well. Bhuiyan et al. [103]
introduced a Stel Component Analysis-based segmentation to extract the foreground and features
from the segmented foreground as well to assign a rank based on the Lasso regression model. The
major problem with these methods is labelling/maks/ground truth, so Zhao et al. [104] proposed a
fully CNN-based segmentation followed by an optimiser and GoogLeNet. A modification to mask
RCNN was proposed by Ge et al. [105], identified as match RCNN for segmentation, detection and
classification of clothes brands with the DeepFashion2 dataset. In future scope, one can use match
RCNN for person Re-ID problems. Table 9 gives additional papers on person Re-ID with DL models,
including video datasets.

Table 8: Person Re-ID with DL models

Authors Key idea Architecture Metrics

Wu et al. [106] Uses DL networks to mix
global and local
characteristics of images to
build more discriminative
pedestrian classifications.

Multi-level feature
fusion

Rank-1, mAP

Perwaiz et al. [107] Removes the effects of scale
differences and background
noise and separates a person’s
image into horizontal strips
and vertical sub-patches.

Hierarchical refined
associations based
network

Rank-1, mAP

(Continued)
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Table 8 (continued)

Authors Key idea Architecture Metrics

Fu et al. [108] Combines attention blocks
into conventional CNNs to
enhance feature
representations for person
Re-ID in an adaptive manner.

SFNet Rank-1, mAP

Wu et al. [109] To tackle video-based person
Re-ID problems such as
occlusion, background clutter
and pose variation.

Context-aware part
attention

R1, mAP, R5, R20,
R10

Jamal et al. [110] Attention-based models are
much capable of identify
features of images.

Siamese network Rank-1, mAP

Wang et al. [111] CNN with multiple branches
using part models clears the
structural diversity.

Heterogeneous branch
and multi-level
classification network

Rank-1, mAP

Zheng et al. [112] Identifies and learn pedestrian
descriptions while aligning
pedestrians within boundary
boxes.

Pedestrian alignment
network

Rank-1, mAP

Lin et al. [113] Optimizes a CNN model as
well as the relationship
between individual samples.

Bottom-up clustering Rank-1, Rank-5,
Rank-10, Rank-20,
mAP

6.2 Vehicle Re-Identification

Identifying the exact vehicle across several cameras is known as vehicle re-identification. The
number of automobiles on the road has increased as public social infrastructure has improved,
resulting in rising demand for the ability to drive. Vehicle re-identification (vehicle Re-ID) technologies
are critical because of public safety and Smart City building and provide assurances for a complete
traffic control improvement. Vehicle Re-ID has attracted interest in robotics and CV applications for
transportation systems. It is done by using data collected by standalone surveillance devices. Such
data for Re-ID presents various obstacles, including views, scale, lighting changes, and occlusion. To
overcome these issues, vehicle Re-ID algorithms are built. The algorithm works on datasets collected
from Closed-circuit Television (CCTV) cameras and drones. Vehicles are re-identified by calculating
a transformation that maps a vehicle seen in one mode to another. The collected vehicle identities are
compared with and without the input image for vehicle re-identification as in Fig. 5.

6.2.1 Related Work on Vehicle Re-Identification

Vehicle Re-ID is a somewhat complicated issue among the two identification technologies
compared to person Re-ID because of the non-existence of similarity between two images of the exact
vehicle at two different viewpoints. As a result, traditional approaches for re-identifying people are
ineffective for re-identifying vehicles. The most common thing for Re-ID is feature learning which
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entails learning and extraction of more discriminative and more robust local or global features. Vehicle
Re-ID methods are based on magnetic sensors; performance purely depends on the magnetic field
reflected by vehicles for vehicle speed, size, and volume analysis. But, these reflections are distinct due
to the different materials used for different vehicles. Charbonieer et al. [114] investigated various ways
for vehicle Re-ID by operating a vehicle tri-dimensional (3D) magnetic sensor. When a vehicle passes
the sensor, variations in the magnetic field are observed and quantified in three separate directions.
Vehicle Re-ID techniques which use wireless magnetic sensors were studied by Sanchez et al. [115].
Here vehicle magnetic signatures were compared to avoid system restrictions while the vehicle was
halted or travelling slowly at the detection station. Vehicle Re-ID can also be done by creating an
inductive loop; when a vehicle passes the loop over the surface, the vehicle’s speed is measured. The
inductive features are further optimised with several optimisation algorithms for improvement in Re-
ID accuracy [116]. Global Positioning Satellites (GPS) send signals to the planet regularly. These
signals are received by a GPS gadget installed inside a car or vehicle. The gadget then uses geometric
computations from the received satellite signals to know its position.

Therefore, Simoncini et al. [118] used GPS for vehicle tracking and classification and observed
some drawbacks, such as accuracy dependence on buildings, trees, and any human-made or natural
structures surrounding vehicles. Vision-based approaches examine powerful global or local features
and determine the distance between the local or global features of two vehicles. So smaller distances
show vehicles of the same class, and more considerable distances show vehicles of other classes. The
image features are extracted with various standard DL models, variants, and hybrid models with
multiple loss functions [119]. Similar to person Re-ID, handcrafted features are also used for vehicle
Re-ID. Whereas, for vehicle Re-ID, ML models use two models, one for feature extraction and another
for classification. Some feature extraction algorithms like Scale Invariant Feature Transform (SIFT), t-
distributed Stochastic Neighbor Embedding (t-SNE), and Locally Linear Embedding (LLE), to name
a few. Some classification algorithms used for vehicle Re-ID are Support Vector Machine (SVM),
Decision Tree, and K-Nearest Neighbors. Distance metric-based vehicle Re-ID performance depends
on the appropriate selection of distance matrices to calculate the similarity between two vehicles. The
metrics used for vehicle Re-ID are cosine and Euclidean distance [35].

Table 9: Tabular view of Vehicle Re-ID papers

Papers Basic idea Technology Metrics Dataset

Reference [120] A hybrid approach,
it deals with the
problem of visual
appearance and
another for LPR

CNN and Siamese
NN

mAP VeRi-776

Reference [121] Survey paper ML and DL mAP, CMC curve VeRi-776
Reference [122] Development of

counter-measures
for traffic
management

WSN —– ——

(Continued)
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Table 9 (continued)

Papers Basic idea Technology Metrics Dataset

Reference [123] Address the issue
of similarity in
foreground and
background

RECT-Net,
ResNet

mAP, Rank1 VehicleX &
veRi776

Reference [124] Extraction of
enhanced features
followed by fusion

Faster RCNN and
RPN

FI and mRecall Potasdm and
Vedai

Reference [117] LPR with
contextual
information

DL Cmc curve VeRi-776

Reference [125] Object detection
for traffic control
by working on
videos

Faster RCNN mAP and Recall UAV

Reference [126] Detects vehicle
even in smoke
environment and
gives alarm

ViBe algorithm —– —–

Reference [127] Resolve the
problem of slow
detection of YOLO
algorithm and
lesser accuracy

YOLOv2 mAP BIT,Campcar

Reference [128] Vehicle Re-ID
using deep SORT
with low
confidence filter
tracking

Deep-SORT
Algorithm

mAP UA-DETRAC

Reference [129] Overtaking vehicle
detection during
night and morning

RCNN Recall ——

Reference [130] Learns
discriminative
features of object

CNN mAP CityFlowV2-
ReID

Reference [131] Angle calculation
in pruning process
helpful to
determine hidden
neurons which are
redundant

Neural Network PCA ——-
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Figure 5: VeRi-776 datset for vehicle Re-ID [117]

Additionally, deep relative distance learning [119] employed two-branch CNNs to transform
actual vehicle images into a Euclidean space. The distance can be used directly to compare two
vehicles. As in the case of person Re-ID, there is also a problem with position variation or viewpoint
variation. Several researchers have proposed different DL models to solve the position variation
problem. However, carefully considering viewpoint differences, there is still plenty of space for vehicle
Re-ID [120]. GANs are supervised ML techniques. These are generative models, meaning they generate
new data samples based on training samples. For example, it creates a new image of human faces, which
may or may not be similar to any human being. The models trained for vehicle Re-ID underperform
in generalisation because of the limited heterogeneity and tiny size of existing datasets. Lou et al. [132]
assessed the application of a GANs model to generate the same and cross-view vehicle images from the
original images to make the training model easier. Zhou et al. [133] proposed a Cross-View Generative
Adversarial Network (XVGAN) to generate new features and combine them with original features for
effective vehicle classification Re-ID. License Plate Recognition (LPR) can also be used for vehicle
Re-ID. It is done in two steps: detecting the number plate in an image containing foreground (number
plate) and background objects, then recognising the plate number into alphanumeric numbers for
vehicle Re-ID. Many techniques for LPR have been proposed over the years. However, it remains
difficult due to blurred captured images, view hypothesis, contrast and illumination variations, and
width and size variations in image and camera features. For licence plate recognition, several authors
used different DL models like Recurrent Neural Networks (RNN) [134], Convolutional RNN [135],
YOLO [136] and super-resolution [137]. The authors have explored techniques that integrate two or
more different methods to improve the robustness and effectiveness of vehicle Re-ID. For instance, a
hybrid approach proposed by Liu et al. [117] combines vehicle visual appearance, LPR and reason for
vehicle spatio-temporal. Table 9 gives a tabular view of vehicle Re-ID papers.
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Figure 6: Schematic representation of the basic architecture of Smart healthcare (Adapted from [138])

7 Internet of Things

A smart city represents a technologically advanced metropolitan area employing diverse electronic
technologies, voice activation methods, and sensors to collect data. This data is then utilized for the
efficient management of assets, resources, and services, ultimately enhancing overall city operations.
Information sourced from citizens, devices, buildings, and assets undergoes processing and analysis
to monitor and manage various aspects such as traffic, transportation, power plants, utilities, water
supply, waste management, crime detection, information systems, schools, libraries, hospitals, and
community services. The construction of a smart city is driven by the objective of elevating the quality
of life for residents through the application of urban informatics and technology to optimize service
delivery.

Data is collected from citizens and devices through sensors integrated into a real-time monitoring
system, after which it undergoes thorough processing and analysis. Among the technologies employed,
IoT plays a significant role, although challenges related to cost efficiency, data privacy, and data inter-
operability have been identified. Smart city applications span diverse sectors, including transportation,
healthcare, and security, utilizing a variety of technologies. Presently, over 9 billion physical items
(‘Things’) are connected to the internet, and this number is expected to exceed 20 billion in the near
future. For an overview of research papers on smart cities, encompassing technology, outcomes, and
respective metrics, refer to Table 10. The main components utilized in IoT can be categorized into four
distinct components.

• Low-power embedded systems: The design of electronic systems crucially involves optimizing
low-power embedded systems, striking a balance between minimizing battery consumption and
ensuring high performance.

• Cloud computing: The proliferation of data from IoT devices necessitates secure storage on
reliable servers, leading to the emergence of cloud computing solutions.
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• Availability of big data: IoT heavily relies on real-time sensors, causing a significant influx of
big data as electronic devices become pervasive across diverse fields.

• Network connection: Internet connectivity is imperative for communication in the IoT, with
each physical object represented by an IP address. However, the limited availability of addresses
based on Internet Protocol address (IP) naming poses a challenge due to the growing number
of devices. Consequently, researchers are exploring alternative naming systems to effectively
represent each physical object.

Table 10: IOT based smart cities literature

Paper Outcome Technology

Reference [139] Prevention of road accident in India ICT, IoT, Camera sensor
algorithm, Vibration sensor
algorithm

Reference [140] Provide a guide to Smart City governors IoT
Reference [141] Improvement in communication network

and transportation and healthcare
IoT

Reference [142] Information security review ICT, IoT
Reference [143] ITMS with cellular capacity estimator IoT and cellular technology
Reference [144] Demonstrates IoT for infrastructure

development with improved efficiency
Fog-Cloud Architecture, IoT

Reference [145] Assists victims in case of emergency IoT and Cyber-physical systems
Reference [146] Review RFID, ICT, IoT
Reference [147] Safe data Cyber security architecture, ICT,

IoT

Table 11: Dataset related to smart cities

Dataset Description Link Published
papers

Format Covered area

European Official website of
Europe covers data
related to Smart City

[148] Uncountable Text and
images

All

Indian Covers 100 cites of India [149] Uncountable Text and
images

Smart traffic

Caltech Cars, birds, Pedestrian,
faces, Giuseppe Toys,
Turntable

[150] 13 Images Limited

AOLP Application-oriented
License Plate contains
2049 images

[151] 13 Images Safe city

CCPD Chinese City Parking
Dataset contains 250 k
images of license plates

[152] 12 Images Safe city

(Continued)
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Table 11 (continued)

Dataset Description Link Published
papers

Format Covered area

MIMIC-III Medical Information
Mart for Intensive Care
III (MIMIC-III) dataset
consists of 112,000
clinical reports records

[153] 483 Text Safe health

SYNTHIA Consists of images of
different cities for
semantic segmentation
helps for safe driving

[154] 307 Images Smart traffic

Cityscapes Collected from 50 cities
with 5000 frames

[155] 1958 Images Smart traffic

NYUv2 Contains 1449 RGBD
images collected in 464
indoor rooms

[156] 446 Images Smart home

HandPD Contains 736
handwriting exam
photos that have been
tagged for both healthy
people and sick. It’s used
to find out if someone
has Parkinson’s disease

[157] 249 Images Smart health

NTU RGB-D Several annotated video
recordings of human
activities make up this
collection

[157] 349 Videos Recognition
of Human
activity and
Smart health

TST Depicts the journeys of
442 taxis reported in
Porto, Portugal, during
2013 and 2014

[158] 595 Images Smart traffic

7.1 IoT for Smart Health: A Way Forward to Smart City

Nowadays, healthcare is becoming overburdened because of rapid population growth. As the
population is rapidly increasing, medical experts are not enough to meet the needs of patients. The
available medical services are not sufficient for today’s generation. So, to overcome these, the medical
system needs to be smart, resourceful, and justifiable. Therefore, the e-healthcare system came into
existence. The major components of smart healthcare include biosensors, wearable devices, ICTs and
smart ambulance systems. Smart healthcare examples include excellent body sensors, smart hospitals,
and smart emergency response. Various mechanisms are considered to function in smart hospitals,
including ICTs, cloud technology, smartphones, and advanced data analysis techniques. The collected
information from sensors will be transferred to the doctors or any medical experts. This data can be
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accessed by any nurse, doctor, or other medical expert. Through the virtual data, the doctor sends
the required prescription to patients in virtual mode only. Telemedicine is the best application for
smart healthcare and can also be considered a subset of smart healthcare. Another area where smart
healthcare may make a big difference is assisting elders. Seniors in assisted living enjoy as much
independence as possible in their daily activities and require less expert nursing care. Smart healthcare
can improve the quality of life in assisted living for seniors by making a doctor, a nurse, and a health
report available to them 24 h a day, seven days a week.

Every city in the world requires healthcare as an essential service. Fig. 6 shows the broad
classification of smart healthcare based on the services, medical device technologies used, applications,
system management, and users. Smart cyber-physical systems such as smart healthcare systems, smart
homes, smart vehicular systems, and smart grids have been made possible because of the IoT, ML, and
AI. Any smart city needs a robust healthcare system. It should satisfy the demands of the patients,
provide effective and efficient patient monitoring, and provide a regular supply of necessary drugs
and enough treatment with sufficient medical equipment. A predictive mechanism that forecasts the
healthcare situation and effectively handles the medical emergency makes such a scenario possible.

7.1.1 Related Work on IoT for Smart Health

In earlier times, patients communicated with doctors primarily through personal visits, telecon-
ferences, and text messages, lacking efficient means for continuous health monitoring and appropriate
treatment suggestions. However, the advent of the IoT has transformed this scenario. IoT-enabled
devices now facilitate continuous health monitoring, enabling clinicians to deliver superior treatment.
Communication between patients and doctors has become more straightforward and convenient,
fostering increased patient engagement and satisfaction. Additionally, it contributes to the reduction of
hospital stays and prevents unnecessary re-admissions. The impact of IoT on healthcare is substantial,
leading to lower expenses and enhanced treatment strategies.

Habibzadeh et al. [159] conducted an investigation into emerging trends in smart healthcare appli-
cations and the noteworthy technological advancements influencing these transitions. The authors
delved into various security considerations within smart healthcare systems, exploring their impli-
cations and potential remedies. In a separate study, Huang et al. [160] explored the integration of
IoT with Smart Cities, emphasizing its benefits for the healthcare industry. The authors provided
examples illustrating how smart healthcare systems can contribute to a more robust, unified, and
efficient mechanism. Addressing critical issues such as scarcity, accuracy, database management, and
power consumption in IoT applications, Selvaraj et al. [161] conducted a comprehensive examination
of the benefits, drawbacks, and effectiveness of IoT-based healthcare systems, with a focus on elderly
patients. Furthermore, an in-depth exploration of the application of DL-based IoT and WSNs in the
healthcare industry was undertaken in the article by Ghazal et al. [162].

The possible challenges, including security, Quality of Service (QoS) optimisation, and deploy-
ment, are significant issues when using DL models, especially in the healthcare industry. So these
problems were addressed by Bolhasani et al. [163]. The authors reviewed 44 published research papers
over ten years, from 2010 to 2020, and explained each study’s primary benefits, drawbacks, and
limitations.

An in-depth review of recent DL methods for Brain Tumour Classification (BTC) was given by
Muhammad et al. [164], also providing several classification model limitations and drawbacks, practi-
cal pre-processing methods, and the effectiveness of transfer learning with and without augmentation.
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Furthermore, the authors provided an overview of the available private and public data sets used to
evaluate BTC.

Up until 2016, Thibaud et al. [165] reviewed the scientific literature on IoT-based applications with
a focus on the health industry, food supply chain, minerals and processing factories, vehicle tracking,
and construction field & infrastructure facility management for emergency response operations. IoT-
based healthcare systems were reviewed by Espinosa et al. [166] by including issues and challenges in
using IoT for the healthcare environment. The capacity of IoT devices is limited, and they have limited
power, CPU capacity, memory, bandwidth and throughput.

Sonune et al. [167] examined various IoT platforms to identify difficulties and improve healthcare
platforms. COVID-19 has thrown a wrench in the works, forcing individuals, organisations, and gov-
ernments to rethink their policies, priorities, and actions. The influence of the pandemic on adopting
IoT in different broad areas, including healthcare, smart cities, transportation, and industrial IoT, was
discussed by Umair et al. [168]. The authors also gave insights on noteworthy IoT initiatives launched
in the aftermath of COVID-19 [169]. Pacheco Rocha et al. [170] discussed the goals to recognise the
most critical functionality supported by an infrastructure that affects healthcare requirements, the
technology used and their significant barriers. Ahad et al. [171] reviewed the 5G technology-based IoT
for secure and effective data transfer related to the healthcare industry. The authors clearly described
4G technology drawbacks and the implementation of 5G in various healthcare applications, including
blood pressure monitoring, brain tumour detection, and heartbeat-related diseases.

The IoT-based distributed healthcare system was reviewed by Birje et al. [172] with insights on
monitoring techniques, communication technologies, computation techniques, and low-power proto-
cols. An overview of the IoT-based healthcare monitoring system was given by Kadhim et al. [173],
including possible technologies for communication, monitoring devices, frequency ranges, and data
transfer rate. Ambient Assisted Living (AAL) uses devices and methods to keep older people secure
and competent to age. The Internet of Medical Things was proposed by Syed et al. [174] for AAL
using MapReduce & Multinomial Naive Bayes functions, improving performance and scalability with
a 97.1% accuracy, and 12 physical activities were detected. For improved treatment suggestions, the
AAL model forecasts risk variables. Similarly, in developing AAL, the authors used Xbee technology
for effective communication, sensors for data collection, and ESP8266 for transmission and pre-
processing. The authors designed AAL for the measurement of indoor air quality. This architecture
allows doctors to access patients’ information through laptops or mobile devices. Tsirmpas et al. [175]
developed an IoT-based AAL with fuzzy C-means clustering and self-organising maps for monitoring
web users’ activities with fixed sensors and testing on a data set generated by an accelerometer. A
secured AAL was developed by adapting cloud technology, streaming quality of service for better
streaming quality, and a secure socket layer for security [176]. Table 11 gives several private and
publicly available datasets related to smart cities. Table 12 shows various technologies for different
applications related to smart cities.

Table 12: Papers covered-smart cities, safe city, smart health with ML/DL

SN Paper Smart city Smart healthcare DL/ML Safe city

1 Reference [177] YES NO NO NO
2 Reference [159] NO YES NO YES
3 Reference [178] YES NO NO YES

(Continued)
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Table 12 (continued)

SN Paper Smart city Smart healthcare DL/ML Safe city

4 Reference [160] YES YES NO NO
5 Reference [179] YES NO NO NO
6 Reference [180] YES NO NO NO
7 Reference [181] YES YES YES NO
8 Reference [182] NO YES YES NO
9 Reference [164] NO YES YES NO
10 Reference [183] YES NO YES NO
11 Reference [184] YES NO YES NO
12 Reference [185] YES NO NO YES
13 Reference [186] YES NO YES NO
14 Reference [187] YES NO YES NO
15 Reference [188] YES NO NO NO
16 Reference [189] YES NO YES NO
17 Reference [190] YES NO YES YES
18 Reference [191] NO NO NO YES
19 Reference [192] YES YES NO YES
20 Reference [193] YES YES YES NO

7.2 IoT for Smart Agricultural

One of India’s largest livelihood providers is agriculture, the backbone of a nation’s economy.
According to the united nations, agriculture, food organisation, and the population is increasing
rapidly. Hence, the world has to produce 70% more food in 2050, but due to the lack of proper
agricultural lands and finite natural resources, it is challenging to enhance the farm yield [194].
Hence, smart agriculture was introduced to ensure optimum resource application and achieve high
crop yields. Smart agriculture refers to advancements in agriculture involve the integration of modern
technologies to enhance both the quantity and quality of agricultural products. In the context of smart
agriculture, IoT (Internet of Things) is described as a system designed to monitor crop fields through
the utilization of sensors such as those for humidity, temperature, and soil moisture. Additionally, it
involves automating the irrigation system. This enables farmers to remotely monitor field conditions
from any location. The objective of smart agriculture is to establish a practical monitoring and control
system utilizing IoT, which involves the use of sensors to monitor crop status through WiFi, as depicted
in Fig. 7.

7.2.1 Related Work on IoT for Smart Agricultural

In the realm of smart agriculture, the automatic irrigation system relies on soil moisture level data
to determine land conditions. This data is then transmitted to the farmer for real-time monitoring.
The IoT-based irrigation system utilizes the ESP8266 Node MCU Module and DHT11 sensor [195].
Equipped with built-in WiFi connectivity support, the system facilitates seamless data transfer. WiFi,
being a wireless communication protocol, plays a pivotal role in this process. The Node MCU can
be programmed using Arduino IDE software, while the DHT11 serves as a crucial and cost-effective
digital sensor for measuring temperature and humidity.



CMC, 2024, vol.81, no.3 3645

Figure 7: Smart agricultural

To ensure optimal conditions for various crops, the system references Table 13 which outlines
the recommended temperature ranges. Additionally, a soil moisture sensor is employed to gauge
the moisture content in the soil. The detection of living beings is made possible with the inclusion
of a Passive Infrared (PIR) sensor. This sensor identifies infrared radiation emitted or reflected by
organisms. When a human passes through the field, causing a temperature increase at that point,
the sensor converts this change into an output voltage, triggering the detection mechanism. For an
overview of technologies associated with smart agriculture, refer to Table 14. An intelligent irrigation
management system was introduced in [196]. The pipeline of system has three-tier architecture that
consists of a dashboard, ThingsBoard cloud, and Internet of Things devices. Telemetry data is sent to
ThingsBoard over the HTTP protocol to view and evaluate the data in real time and notifications via
email to farm owners of enhanced food safety. Applications of sensors and the internet of things (IoT)
to improve agricultural sustainability and food security advantages and difficulties were discussed in
[197]. Sustainable agriculture with IoT-enabled fire detection using flask and embedded technology
was developed in [196].

Table 13: Temperature ranges of crops

Crops Temperature (Celsius)

Rice 22–32
Wheat 10–15
Millets 27–32
Grams 20–25
Sugar Cane 21–27
Cotton 21–30
Oil Seeds 20–30
Tea 20–30
Coffee 15–28
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Table 14: Literature survey on smart agricultural

Title Year Sensor Soil moisture Temperature Humidity Animal
detection

Reference [198] 2010 SHT75/ECH5TE YES YES YES NO
Reference [199] 2011 VG400/LM35 YES YES NO NO
Reference [200] 2013 Moisture YES NO NO NO
Reference [201] 2014 DS1307 YES YES YES NO
Reference [202] 2014 VH400/DS1822 YES YES NO NO
Reference [203] 2015 Watermark

soil moisture
YES YES NO NO

Reference [204] 2015 Soil moisture YES YES NO NO
Reference [205] 2019 Image

processing
YES YES YES NO

Reference [206] 2020 pH, air quality
sensors

NO NO NO NO

Reference [207] 2020 DHT 11, pH
Sensor

NO YES YES NO

7.3 IOT for Other Fields

A short review was given by Nasreen Banu et al. [208] regarding smart waste management systems,
considering 34 published papers with AI and IoT technologies. Shevale et al. [209] proposed a system
consisting of sensors, a Raspberry Pi controller, and a cloud. The cloud stores data from the Raspberry
Pi and transmits orders to the Raspberry Pi for water level and quality assessment. The gathered
information is transferred via a web interface from any location in the city. The system ensures that
each house, factory, and other facility has an adequate, high-quality water supply.

A Smart City’s security depends on protocols measured with validation techniques with some
drawbacks, so Pradeep et al. [210] proposed a formal verification technique named model check-
ing, which represented a challenge handshake authentication protocol point-to-point, usually seen
in Point-to-Point (PPP) authentication for smart city security. Alkalbani et al. [211] presented a
distributed resource sharing method for IoT network deployment in safe cities and used Blockchain
to enable secure monitoring of IoT devices and a notoriety system to control and manage the services
delivered by registered devices. A deep transfer learning model for smart city security analysis of green
environments was discussed in [212]. A 5G traffic prediction model for IoT ecosystems based on an
advanced temporal attention mechanism was discussied in [213]. An Extensive Analysis of Internet of
Things Security in the Age of Artificial Intelligence in [214].

Zhao et al. [215] addressed the costly clinical prices, fewer outlets, and other issues that affect
people’s lives once the national public hospital management system has several flaws. As a result, the
authors designed and created a medical distributed information exchange and integration platform,
with a 79% improvement.

Chen et al. [216] observed energy savings in peak and off-peak hours by replacing metal halide
bulbs with mesopic LED bulbs for street lights. An architecture proposed by Jaiswal et al. [217]
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employed IoT and AI to tackle the issues of energy saving, consumption, and minimization of carbon
dioxide. The system uses renewable energy resources to schedule power consumption during any
circumstances effectively. Abiodun et al. [218] present a sustainable cloud-based system design system.
For both scheduled and unscheduled events, Smart City carries accountability. In conjunction with
advanced networking technology, the internet of everything is a critical component of smartness. This
system reduces overall power consumption.

A road safety monitoring system was developed with minimal cost through IoT by Muthurama-
lingam et al. [219]. This system assesses road safety in variable and non-variable traffic conditions
and complements the World Health Organization (WHO) safe system methodology. Liu et al. [220]
presented a solution to traffic management problems. Each traffic signal junction has a camera
integrated with sensors that monitor vehicle flow. The cloud-based transportation system integrated
with IoT sends a warning message to the closest traffic control booth when a traffic jam occurs.

8 Observations, Remarks and Noted Points
8.1 Vehicle Re-ID

Vehicle Re-ID is a crucial and challenging task that determines whether a specific vehicle filmed
by one camera has already been seen on a network of other cameras or not. The vehicle Re-ID is
attracting considerable interest in CV applications and future research. Certain essential factors and
their influence on performance are discussed in this section. The convergence time of any DL model
is a significant fundamental issue while training. To resolve this, high-speed GPU-supported systems
are required.

The following points are the reasons for difficulties in vehicle Re-ID:

• Camera related problems: Images captured with different aspect ratios of two cameras may lead
to a visible shape difference of the same vehicle (geometric difference), which affects the model
performance and speed of the vehicle, while also impacting the outcome. The vehicle’s shadow
effect may lead to the inclusion of noise in the image, which leads to useless features in the
classification of the vehicle. The colour effect of the foreground and the background are the
same, and changes in the vehicle’s body shape are due to accidents. Camera calibration causes
changes in the resolution and illumination of images of the same vehicle. Another reason for
resolution variation is that cameras are fixed at varying heights, concerning ground and position
variations.

• Dataset related problems: Improper labelling of data, an imbalanced dataset (occupancy of
background in an image dominates the foreground) due to camera coverage of the large area,
insufficient images of each vehicle, a limited number of vehicles or classes, inter (different
companies launch different vehicles with same shape and size) or intraclass (due to the
unrestricted surroundings and viewpoint, the exact vehicle appears differently at different
camera positions) similarity, the aging effect of the vehicle may change features of the captured
image and make it unable to use temporal data because datasets lack relevant data.

8.2 Person Re-Identification

8.2.1 Challenges

• Feature Representation: It is a critical issue because of the effective segmentation of a person
from a complex background.
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• Inter- and Intra-class variations: Inter-class variation occurs when different people appear to be
the same in different cameras, while intra-class variation occurs when the same person appears
to be different in different cameras. Such variations are treated as complex and multi-modal
problems, making it challenging for a model to understand the problem.

• Long-term re-identification: A larger distance between two viewpoints makes it more likely that
a person may appear like another when wearing different outfits or carrying different goods. A
re-identification system should, in general, be resistant to such modifications.

• Data labelling requirement: Persons from each camera marked with binary labels indicating the
same or different are required to use a supervised learning technique. As a result, models that
can be learned with minimal training data are desired because obtaining detailed labelled data
from each camera would be expensive for an extensive camera network.

• Scalability: The search for a person can be extensive in a complicated and massive cam-
era network, with multiple candidates to be distinguished. So the designed system for re-
identification must process multiple input frames faster and provide identified person labels
within a short time.

8.2.2 Remarks

• In terms of multi-view variations, the available Re-ID datasets are quite reasonable; for example,
video data from many cameras with overlapping and non-overlapping views in multi-camera
tracking applications. Thus, the data varies, and the databases mentioned above are inadequate
in this regard.

• These datasets can be used to test a Re-ID framework for several people, but they are not true
multi-probe datasets. As a result, there is a clear need for a larger and more complete Re-ID
dataset.

• A long-term evaluation Re-ID needs data collection over multiple days with the same or
different cameras. There are no such examples of persons in any currently accessible datasets
gathered on various days.

8.3 Blockchain Technology

8.3.1 Challenges

• Scalability: Transitions take longer to complete as network users grow. As a result, transactions
are more expensive than usual, limiting the number of network users. As a result, technology is
becoming less and less profitable.

• High Energy Consumption: When you start mining, your PC will require more and more power
to overcome this predicament. If it continues to rise, miners will need more electricity than the
world can supply.

• No Regulation: Many businesses are using Blockchain technology as a transactional tool. Many
products will be dependent on this. However, there are no clear restrictions and uncertainty in
safety.

• Security problems: Hackers can seize control of the network and use it to their advantage. They
have the power to change the transaction process and prevent others from establishing a block.
The protocol layer needs to be more secure to deal with this.

• Public perception: In fact, most of the population is still unaware of the technology’s existence
and possible use. If Blockchain is to be successful, it must first gain acceptance. Even though
the technology has made history, it is still insufficient to attract new customers.
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8.3.2 Observations

• Since 2009, Blockchain has been a buzzword, and it is now one of the most revolutionary
technologies. It’s a distributed ledger that saves and records transactions verified by computers
connected to the network.

• Blockchain has already impacted practically every industry, including banking, healthcare, E-
commerce, supply chain management, and more. Combining it with other upcoming technolo-
gies will provide us with something completely new.

• Land record management, asset management, educational services, energy conservation, citizen
registration systems, patient management, taxation systems, and the security and privacy
enhancement of mobile devices and associated services are domains in which Blockchain
technology holds the promise of providing assistance.

8.4 Intelligent Traffic Management System

8.4.1 Challenges

• Heterogeneous data integration: Many other issues will develop as a result of this integration,
including tracking and managing the large number of devices involved. The data acquired
from these devices may contain private information about their owners. Accordingly, these
transmissions are vulnerable to assault, and a safe technique to protect this data is necessary.

• Data management and big data issues: ITMS must deal with a large volume of data. As a
result, standards in data representation are required. Also, numerous sources may report data
asynchronously, posing a significant barrier to resolving this issue.

• Security and privacy: For all concerned persons, transportation agencies, and government, to
name a few, ensuring information privacy and security is critical. One crucial concern is the
activity of criminal organisations that might add or edit messages created by services, resulting in
difficulties such as bogus warning messages because the data may contain personal information
and potentially monitor individuals.

• Alternative route guidance: The main difficulty is offering every vehicle a complete overview of
the traffic situation so that they can calculate an effective route without overwhelming the net-
work. Another issue is calculating an effective alternate route without causing traffic congestion
in other locations in the near, resulting in improved traffic balancing and management.

8.4.2 Remarks

• Integration of non-homogeneous data sources: The gadgets with several sets of standards are
increasing dramatically. All of these gadgets must be compatible with traffic management
systems. As a result, defining uniform standards is a difficult task requiring extensive joint study.

• Detection of traffic hazards: Although traffic management systems have been researched, they
remain ineffective. For drivers to take proper action, potential threats must be accurately
detected and communicated. There is additional work to be done to recognise traffic risks.

• Privacy concerns: Huge amount of data saved using cloud technology may contain owners’
private information. Hackers might interrupt the transfer of such information. As a result,
providing a safe traffic management system is a task that requires additional investigation.
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8.5 Information and Communications Technology

8.5.1 Challenges

• Data security: With massive volumes of corporate and personal data being communicated and
stored electronically, the risk of data hacks has risen. Only some of these issues can be solved
with improved encryption algorithms.

• Mobile payments: Liability problems for numerous transactions that may not proceed as
planned, such as misdirected payments, illegal access, and account balance inaccuracies, are
not still resolved.

• Cloud computing: Cloud computing continues to hold much potential for organisations and
individuals alike in terms of cost savings and convenience. Data privacy and security threats are
rising, and it has become more complex to control as more software applications are launched
daily.

• Remote automation control: The appliances at the workplace and home are remotely operated,
controlled, and monitored, which are to be further improved.

8.5.2 Remarks

• Blackmail: There may be harm in extorting money or other valuables from one person to
another when using the internet.

• Unemployment: Instead of using human resources, one can use a computer. Employers are
saving a lot of money, but people are losing their jobs since they are no longer needed.

• Privacy: While information technology has made communication more efficient and conve-
nient, it has also brought a privacy issue. From mobile phone signal interception to email
hacking, people’s formerly private information has become public.

• Social media: People got engaged with phones, iPods, and games, inattentive to outside events
and social interaction.

8.6 IoT for Healthcare

• The information is communicated from the sensor to the central controller, then sent to the
coordination centre, affecting the information quality owing to noise. Better design aids in the
transmission of data without compromising its integrity. The data signal can also benefit from
noise reduction techniques.

• IoT allows for considerable flexibility; for example, if patients need continuous care, they can
remain at home rather than in a hospital and be observed frequently utilising IoT technology.
Some wearable gadgets, such as sensors, make the patient’s body unpleasant.

• Another significant issue in the Internet of Things is privacy, as devices are more open to assault.
These devices have limited resources, making encryption approaches difficult to implement.

9 Conclusions and Future Scope

This section elaborates on the conclusions and future scope of the technologies reviewed.

9.1 Conclusions

In this paper, five of the most critical technologies were reviewed, which are the reasons for
Smart Cities’ existence and the urbanisation of rural areas. Before the invention of IoT, as a part
of communication, people used trends in ICT for communication-related problems. Blockchain
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technology solves security issues in communication systems and big data-related issues. The rapid
growth of population, migration of people from rural areas to urban areas, and rapid vehicle utilisation
are some causes of heavy traffic congestion. Several approaches for ITMS with standard sensors,
IoT and DL models were discussed. And a comparative analysis was made of several methods
with specified metrics given after analyzing the individual approaches. Also, given the outcomes
of individual methods’ advantages and disadvantages, available datasets with respective references
are highlighted in this review. A limited survey on ICT because of the non-availability of enough
topics for interesting papers was given. In the Re-identification topic, both vehicle and person were
covered. In both cases, this review mainly concentrated on re-identification approaches with ML/DL
and compared both. It is provided with some papers with brief outcomes, ideas and performance in
terms of metrics, and it is also given available benchmark datasets of five technologies and respective
references. In the case of IoT, we extensively covered its application in medical and agricultural fields
and provided a plain description of its applications in several fields.

9.2 Future Scope

9.2.1 Vehicle Re-ID

• In-Vehicle Re-ID, the first most important issue is the availability of datasets, continuous
launching of new vehicles from different companies, especially in India, and a suitable algorithm
for fine extraction of characteristics after finding the bounding boxes of number plates.

• To address these problems in the future, continuous learning or transfer learning may be suitable
solutions.

9.2.2 BCT

• Though financial services are the early adopters, and other industries will undoubtedly adopt
this wonderful technology.

• The combination of Blockchain and AI will make the platform safer and more user-friendly.
• Integration with cutting-edge technology such as IoT will aid in developing secure infrastruc-

ture.

9.2.3 Person Re-Identification

• The progress of multi-modal Re-ID techniques is limited due to the scarcity of multi-modal
datasets. The preparation of large-scale multi-modal datasets can significantly enhance the
research in Deep Re-ID.

• GAN-based Re-ID has been hindered by the poor to medium quality of generated samples,
impacting its effectiveness. Improved sample production quality can greatly benefit Cross-
domain Re-ID techniques.

• The popularity of attribute-based methods is on the rise, and their extension for applications
such as part localization can contribute to achieving better Re-ID performance.

• Re-ID research has made contributions in the form of few complete person detection and re-
identification frameworks. Datasets are collected in a regulated setting, and person detection is
typically performed autonomously.

9.2.4 ITMS

• Extending the discussed algorithms for traffic management, including optimising all crossings
in smart cities, might be one of the next development paths.
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• Furthermore, one of the possible essential future efforts is to handle pedestrians by utilising
vehicle-to-pedestrian communication and wearable devices. This might include the creation of
a new communication paradigm called pedestrian-to-infrastructure.

• Another development path is to employ DL and AI in the traffic management optimisation
process, which will use each vehicle’s present position, destination, and speed to deliver better
and more effective traffic management.
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