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Abstract. Entity linking is an important task in medical natural lan-
guage processing (NLP) for converting unstructured text into structured 
data for clinical analysis and semantic interoperability. However, in lower-
resource languages, this task is challenging due to the limited availability of 
domain-specific resources. This paper explores a translation-based cross-
lingual entity linking approach using GPT models, GPT-3.5 and GPT-4o, 
for zero-shot machine translation and entity linking with in-context learn-
ing. We evaluate our approach using a Portuguese-English parallel dataset 
of radiology abstracts. Our results show that chunk-level machine trans-
lation outperforms sentence-level translation. Moreover, our translation-
based approach to cross-lingual entity linking of UMLS concepts outper-
formed the multilingual encoder method baseline. However, the in-context 
learning entity linking approach did not outperform a translation-based 
approach with a dictionary-based entity linking method. 
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1 Introduction 

Entity linking is an important task in medical natural language processing 
(NLP), especially in clinical settings where large volumes of unstructured text 
require analysis and interpretation. By linking entity mentions in these doc-
uments to standardized concepts in medical terminologies, we can transform 
unstructured textual documents into a structured format more suitable for clin-
ical analysis and decision support and ensure semantic interoperability [ 16]. 

Most medical ontologies and vocabularies are primarily available in English, 
limiting their use in lower-resource languages for various NLP tasks, including 
entity linking. Current state-of-the-art approaches use transformer models for 
cross-lingual entity linking. These models leverage multilingual encoders to align 
entity mentions across languages, often requiring pre-training and fine-tuning on 
large-scale data. 

Recent advances in Large Language Models (LLM), particularly generative 
pre-trained transformer (GPT) models, have unlocked new possibilities to solve 
NLP tasks that do not require in-domain or task-specific training [ 4]. To our 
knowledge, no prior research has explored cross-lingual entity linking using GPT 
models in a translation-based framework. This paper aims to analyze the poten-
tial of GPT models for cross-lingual entity linking through machine translation, 
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and in-context learning for entity recognition, alignment with an ontology, and 
projection. In this context, alignment refers to associating entity mentions in 
the translated text with standardized entities from an ontology, and projection 
involves transferring the linked entities back to the original language. Our experi-
ment focuses on a radiology dataset [ 3], linking entity mentions to a standardized 
radiology ontology, RadLex. 

We aim to address the following research questions: 

1. How does the granularity of prompt context impact GPT models’ perfor-
mance in machine translation of radiology-related data? 

2. Do larger, more advanced GPT models achieve better results than smaller 
ones in the entity linking task? 

3. Do GPT models outperform other approaches for entity linking? 

2 Cross-Lingual Entity Linking 

Given a textual document D in a source language LS , the goal of the cross-
lingual entity linking task is to identify entity mentions m1, ..., mn within D 
and link each mi mention to an entity Ej ∈ KB, where  KB is a knowledge 
base in the target language LT containing a set of entities {E1, ..., Em}, like the 
Unified Medical Language System (UMLS). The UMLS metathesaurus [ 1] is a  
well-known biomedical knowledge base that integrates various vocabularies. 

Most works formulate the entity linking task as a multi-class classification or 
ranking problem [ 18]. Recent approaches use transformer-based models to build 
dense entity representations and compute relevance scores for entity candidates. 
Botha et al. [ 2] developed a bi-encoder model with mention and entity encoders 
initialized from pre-trained multilingual BERT models. Their method embeds 
mention-entity pairs in a shared vector space to retrieve entity candidates. Their 
approach outperformed others on the TR2016hard dataset, including Upadhyay 
et al.’s [ 19] FastText-based method. 

In the biomedical domain, Liu et al. [ 10] developed cross-lingual variations 
of SapBERT [ 9], a biomedical BERT-based model fine-tuned on UMLS syn-
onyms. Their approach, leveraging multilingual encoders MBERT and XLMR, 
outperformed monolingual models on the cross-lingual biomedical entity linking 
benchmark (XL-BEL) 1 in lower-resource languages linguistically distant from 
Romance and Germanic languages. 

Recent research has explored the use of GPT models for entity linking, 
particularly through in-context learning. Shlyk et al. [ 17] created a retrieval-
augmented entity linking approach for biomedical concepts using in-context 
learning prompts. Groza et al. [ 6] evaluated GPT models for linking pheno-
type concepts through in-context learning. Both studies reported competitive 
performance on benchmark datasets. Other approaches, such as Ding et al.’s [ 5], 
leverage prompt engineering and instruction tuning to improve entity linking 
performance.
1 https://paperswithcode.com/dataset/xl-bel. 
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3 Methodology 

The cross-lingual entity linking pipeline consists of three phases: (1) translating 
a document  D in a radiology dataset from the source language LS (Portuguese) 
to the target language LT (English), (2) recognizing entity mentions mi and 
aligning them to terms E in the RadLex ontology, and (3) back-translating the 
annotated document Da to LS (Portuguese). Figure 1 provides an overview of 
the system’s architecture with examples of outputs from each phase.

Fig. 1. Architecture of an entity linking system for RadLex entities in the
MRRAD dataset.
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Our pipeline employs a domain-specific ontology and parallel corpus for eval-
uation. The knowledge base used is the RadLex 2 lexicon, developed by the Radi-
ological Society of North America (RSNA). The RadLex ontology consists of 
46,761 classes, of which 1,323 are linked to UMLS concepts. We evaluated our 
approach with the Multilingual Radiology Research Articles Dataset 3 (MRRAD) 
[ 3], a Portuguese-English parallel corpus that contains 34 PubMed abstracts 
related to radiology. Table 1 summarizes the dataset statistics. 

Table 1. MRRAD dataset statistics: number of documents, average number of
sentences per document, and average number of words per document.

Language # Documents  Avg. # Sentences/Doc Avg. # Words/Doc 
Portuguese 34 123.6 2,947.2 
English 34 151.7 2,908.4 

Our goal with this study is to assess the feasibility of a three-stage LLM-based 
translation approach for cross-lingual entity linking. To achieve this, we com-
pared the performance of two proprietary models from OpenAI, GPT-3.5 and 
GPT-4o, using zero-shot machine translation, in-context learning entity linking 
with pre-filtered ontology terms, and different prompting strategies. As a base-
line, we included a system that combines GPT-based machine translation and 
back translation with dictionary lookup for entity linking and projection. 

3.1 Machine Translation 

For machine translation, we proposed two task-specific prompts with different 
granularities: sentence-level and word-chunk fitted to the LLM’s context window. 
In both prompts, past queries and responses are retained to maintain context. 
The sentence-level prompt uses a full sentence as input, while the chunk-level 
prompt uses word chunks obtained by tokenizing the text with OpenAI’s tik-
token 4 tokenizer and splitting it based on the LLM’s context window as the 
threshold for maximum chunk size. Moreover, the chunk-level prompt uses a for-
mat that differentiates between the first and the subsequent chunks. We present 
the machine translation prompting approaches in Fig. 2.

2 https://www.rsna.org/radlex/. 
3 https://github.com/lasigeBioTM/MRRAD. 
4 https://github.com/openai/tiktoken. 
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Fig. 2. Machine translation prompt experiment with example.

3.2 Entity Linking 

Following the work of Hu et al. [ 7] of prompt engineering for clinical named 
entity recognition, we designed two prompting approaches for entity linking: an 
original prompt with a task description, format specification, and context, and 
a subsequently refined prompt. Figure 3 illustrates the entity linking prompting 
process, including the used prompts. 

The original prompt follows a structured format that includes a task descrip-
tion, a format specification, and context to guide entity recognition and align-
ment with RadLex terms. We instruct models to use HTML tags to annotate 
entity mentions and their linked RadLex entities. The input consists of a sen-
tence from a translated radiology abstract, supplemented with a list of relevant 
RadLex terms and their identifiers. We generate a list of candidate RadLex 
terms for each sentence using a dictionary lookup approach. We identify rele-
vant RadLex terms and synonyms while filtering out shorter terms, retaining 
only those longer than three characters. 

The subsequent refined prompt provides more detailed formatting instruc-
tions based on an analysis of the results from the initial prompt. It instructs 
the models to use valid tag syntax and identifiers by addressing common errors 
identified with the initial prompt. We formulated and refined five rules using 
ChatGPT: 1) use only provided term-id pairs to reduce hallucinations of non-
existent RadLex terms or identifiers, 2) enforce identifier formatting, 3) prohibit 
entity names as identifiers, 4) ensure proper tag syntax to mitigate improperly 
closed tags, and 5) instruct the model to return the original sentence if no entities 
are recognized.
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Fig. 3. Entity linking prompting experiment with example.

To evaluate the entity linking phase, we use two approaches as baselines: 
a dictionary-based approach through the NCBO annotator and a multilingual 
encoder-based method. The NCBO annotator [ 8], developed by the National 
Center for Biomedical Ontology (NCBO), annotates biomedical documents by 
matching terms to a dictionary built from ontologies hosted in BioPortal 5. We  
integrated this approach into our pipeline by replacing the GPT-based entity 
linking stage with the NCBO Annotator while maintaining the machine transla-
tion and back translation steps. We accessed the BioPortal REST API 6 through 
the Annotator endpoint with default parameter settings 7. For the multilingual

5 https://bioportal.bioontology.org/ontologies. 
6 https://data.bioontology.org/annotator. 
7 For more information, consult the documentation at https://data.bioontology.org/ 
documentation. 
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encoder baseline, we used SapBERT-UMLS-2020AB-all-lang-from-XLMR 8 [ 10], 
a SapBERT model trained on UMLS, to generate dense embeddings to repre-
sent RadLex entities. We generated candidate entity mentions using an n-gram 
approach and performed entity linking by computing similarity scores between 
mention embeddings and RadLex entity embeddings. We linked mentions to 
RadLex terms when the similarity score exceeded a threshold of 0.9. Figure 4 
demonstrates the pipeline for the baseline approaches. 

Fig. 4. Cross-lingual entity linking baseline pipeline.

3.3 Back Translation 

We performed back translation on the annotated text containing RadLex entities, 
projecting the tags from the target language LT to the source language LS 

through the translation process. To maintain the integrity of the HTML-like 
tags that identify entity mentions, we did not use a chunk-based approach, as 
used in the machine translation phase, to prevent cutting off entities. Instead, 
we used a sentence-level back translation prompt with an additional instruction 
to preserve HTML tags in the output to ensure that the structure of the original 
text is maintained while incorporating the linked entities. Initially, we used the 
same prompt as for machine translation and refined it based on results from 
experiments on a few documents. For the final prompt, we consulted ChatGPT 
for suggestions on potential prompts that could decrease errors. Figure 5 shows 
the back translation prompting process.

8 https://huggingface.co/cambridgeltl/SapBERT-UMLS-2020AB-all-lang-from-
XLMR. 
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Fig. 5. Back translation prompting experiment with example.

To evaluate the performance of our approach in cross-lingual entity linking, 
we manually created a gold standard for the MRRAD dataset by annotating each 
document with RadLex entity mentions. We performed the annotation using the 
Protégé ontology editor with the Knowtator plugin 9. During the annotation pro-
cess, we focused on ontology classes that represent biomedical terms to ensure 
linking to relevant radiological concepts in diverse medical contexts. The result-

Table 2. Classes selected for gold standard annotation with total of descendent
nested subclasses.

Class Name # Descendant Classes 
RID3 Anatomical Entity 38,165 
RID34785 Clinical Finding 2,230 
RID5 Imaging Observation 1,133 
RID50606 Imaging Specialty 86 
RID7479 Non-anatomical Substance 392 
RID34861 Object 403 
RID1559 Procedure 610 
RID39128 Process 35

9 https://github.com/UCDenver-ccp/Knowtator-2.0. 
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ing gold standard dataset contains 4,327 linked entities, averaging 127 linked 
entities per document. Table 2 presents the selected classes and the number of 
nested subclasses for annotation. 

4 Results 

We divided the experiments into three phases: document-level machine transla-
tion quality evaluation in Sect. 4.1, entity linking error analysis in Sect. 4.2, and  
cross-lingual entity linking evaluation in Sect. 4.3. 

4.1 Document-Level Machine Translation 

We report the results of executing the machine translation prompts described in 
Sect. 3.1 in Table 3. To evaluate the translation quality, we used measures that 
assess lexical precision, BLEU [ 11] and ChrF++ [ 12] with SacreBLEU 10 [ 13], 
and neural metrics that evaluate semantic accuracy, COMETkiwi [ 15] (wmt22-
COMETkiwi-da 11) and COMET-22 [ 14] (wmt22-COMET-da 12). 

Table 3. Machine translation performance of GPT models on MRRAD dataset.

System BLEU ChrF++ COMETkiwi COMET-22 
Prompt S 
GPT-3.5 50.85 88.29 58.73 88.11 
GPT-4o 52.27 81.06 60.86 88.42 
Prompt C 
GPT-3.5 36.50 66.40 61.68 88.48 
GPT-4o 33.81 64.43 62.34 88.50 

The chunk-level prompt (Prompt C) performs better than the sentence-level 
prompt (Prompt S) with neural-based COMET measures. However, it performs 
worse using lexical-based measures like BLEU and ChrF++. We performed a 
qualitative analysis of machine translation outputs generated using different 
prompts and GPT models to better understand why the lexical-based measures 
declined in performance with GPT-4o, while the neural-based metrics improved. 
We present examples of translations that illustrate that lexical-based measures 
are likely more sensitive to exact word matches and less adaptable to variations 
in vocabulary and phrasing than neural-based metrics. Listing 1.1 demonstrates 
an example of machine translation outputs with the sentence-level prompt where 
the GPT-4o translation had more variations in vocabulary and phrasing.

10 https://github.com/mjpost/sacrebleu. 
11 https://huggingface.co/Unbabel/wmt22-cometkiwi-da. 
12 https://huggingface.co/Unbabel/wmt22-comet-da. 
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Listing 1.1: Machine translation outputs using Prompt S. 

Original sentence: 
RESUMO OBJETIVO: Descrever a distribuição dos escores de cálcio coronari-
ano numa população de homens brasileiros brancos assintomáticos submetidos à 
avaliação pela tomografia ultra-rápida. 
Reference translation: 
ABSTRACT OBJETIVE: To describe the distribution of coronary artery calcium 
scores in a population of asymptomatic white Brazilian men undergoing assess-
ment with ultrafast computed tomography. 
Translation with GPT-3.5: 
SUMMARY OBJECTIVE: To describe the distribution of coronary calcium scores 
in a population of asymptomatic Brazilian white men undergoing evaluation by 
ultrafast computed tomography. 
Translation with GPT-4o: 
OBJECTIVE SUMMARY: Describe the distribution of coronary calcium scores 
in a population of asymptomatic white Brazilian men assessed using ultra-fast 
tomography. 

Listing 1.2 shows an example of machine translation outputs with the chunk-
level prompt where GPT-4o preserves the full citation of the PEPI program and 
maintains the original sentence flow, whereas GPT-3.5 omits the citation and 
splits the sentence into two. 

Listing 1.2: Machine translation outputs using Prompt C. 

Original sentence: 
Os pacientes foram divididos randomicamente utilizando o programa PEPI 
{[COMPUTER PROGRAMS FOR EPIDEMIOLOGISTS (PEPI)] by J.H. 
Abramson and Paul M. Gahlinger. Version 4.04x}, em dois grupos com sorteio de 
envelope selado, as seringas contendo a droga eram preparadas por um pesquisador 
que não fosse avaliar o paciente. 
Reference translation: 
The patients were randomly divided into two groups using a raffle with sealed 
envelops and the computer program PEPI (Computer Programs for Epidemiol-
ogists by J.H. Abramson and Paul M. Gahlinger. Version 4.04x). The syringes 
containing the drug were prepared by a researcher that would not evaluate the 
patients. 
Translation with GPT-3.5: 
The patients were randomly divided into two groups using the PEPI program, 
with sealed envelope randomization. The syringes containing the drug were pre-
pared by a researcher who did not evaluate the patient. 
Translation with GPT-4o: 
The patients were randomly divided using the PEPI program (COMPUTER PRO-
GRAMS FOR EPIDEMIOLOGISTS (PEPI) by J.H. Abramson and Paul M. 
Gahlinger. Version 4.04x) into two groups with sealed envelope allocation, and 
the syringes containing the drug were prepared by a researcher who would not 
evaluate the patient.
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Based on the previous analysis, we have decided to prioritize neural-based 
measures. Thus, we conducted statistical tests to evaluate the machine trans-
lation quality difference between the two prompts and the two GPT models 
using the COMET-based metrics. As the data was paired, we initially consid-
ered conducting paired t-tests. However, upon assessing normality and outliers 
assumptions, we found that the reference-based COMET-22 and reference-free 
COMETkiwi metrics did not meet normal distribution requirements. Therefore, 
we used the Wilcoxon signed-rank test as a non-parametric alternative to the 
paired t-test. We used this test to compare 1) the mean difference between the 
two prompts for each model, and 2) the difference between the two models using 
the same prompts. Table 4 presents the Wilcoxon signed-rank test results. 

Table 4. p-values of Wilcoxon signed-rank test pairwise comparisons.

Comparison COMETkiwi COMET-22 
GPT-3.5P romptS < GPT-3.5P romptC <.001 <.01 
GPT-4oP romptS < GPT-4oP romptC <.01 .289 
GPT-3.5P romptS < GPT-4oP romptS <.001 <.01 
GPT-3.5P romptC < GPT-4oP romptC .163 .361 

For both COMETkiwi and COMET-22, GPT-4o significantly outperforms 
GPT-3.5, indicating an advantage of GPT-4o over GPT-3.5 when using Prompt 
S. However, there are no significant differences for either metric with Prompt 
C. For the comparison between prompts with the same models, there are sig-
nificant differences for both metrics with GPT-3.5. This suggests that, for the 
GPT 3.5 model, Prompt C produces higher COMETkiwi and COMET-22 scores 
than Prompt S. Since Prompt C demonstrates superior performance in machine 
translation, we will use the documents translated with this prompt for the entity 
linking task. 

4.2 Entity Linking Error Analysis 

To assess the performance of our prompting strategies in the entity linking task, 
we analyzed errors in the entity linking and back translation phases, focusing on 
hallucinations and their impact on entity linking performance. In this context, 
we consider hallucinations as invalid RadLex identifiers generated by the GPT 
models. To understand the nature of the hallucinations, we analyzed and cat-
egorized the misrepresented RadLex identifiers that caused them. We classified 
common linking errors into five types: missing, no prefix, numeric, invalid, and 
textual. Table 5 provides definitions and examples for each error type.
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Table 5. Entity linking error typology with examples.

Error type Description Example 

Missing Entity mentions without 
a RadLex identifier 

“Os registros médicos de 3.101 <RADLEX 
id=""></RADLEX> vítimas [...]” 

No prefix Numeric identifiers that 
are RadLex terms but 
lack the “RID” prefix 

“[...] quantificação do <RADLEX 
id="11800">cálcio</RADLEX>” 

Numeric Numeric identifiers that 
are not RadLex terms 

“Considerado significativo quando alpha 
<RADLEX id=“12345”>0,05</RADLEX>” 

Textual Entity mentions with 
textual identifier 

“Esta <RADLEX id="disorder"> 
condição</RADLEX> é rara [...]” 

Invalid Identifiers that follows a 
valid format but are not 
RadLex terms 

“[...] aspectos clínicos e radiográficos 
<RADLEX id="RID12940">correspondentes 
</RADLEX>” 

We compared the performance of the dictionary-based baseline and GPT 
models using different entity linking prompts across both phases. Table 6 shows 
the frequency of RadLex entity mentions identified and associated hallucination 
rates. 

Regarding the baseline, using the NCBO Annotator for entity linking and the 
GPT models for machine and back translation resulted in a higher hallucination 
rate with GPT-3.5, suggesting that GPT-4o is slightly more reliable in generating 
accurate RadLex identifiers. The GPT models exhibited lower hallucination rates 
in the entity linking stage compared to the back translation phase, with GPT-4o 
achieving the lowest hallucination rates near 0%. In the back translation stage, 
GPT-4o still maintained low hallucination rates of 1.22%-1.42%. The GPT-3.5 
model identified more total and unique terms with the refined entity linking 
prompt than with the initial prompt and had a slightly lower hallucination rate. 
We also observed a reduction in hallucination rates with the refined prompt 
compared to the original prompt in all observations. 

We analyzed the distribution of the classified RadLex identifier errors across 
different approaches, including the dictionary-based baseline, and GPT models 
with different prompts in the entity linking and back translation phases, as 
illustrated in Fig. 6.

Fig. 6. Distribution of RadLex identifier errors.
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Consistent with the earlier analysis, where entity linking approaches exhib-
ited lower hallucination rates, the methods in the entity linking phase had signif-
icantly fewer errors, particularly missing and textual errors. This suggests that 
these error types were likely introduced during the back translation process. 

The NCBO baseline with the GPT-4o model generally produced fewer miss-
ing errors compared to the baseline with GPT-3.5. However, it showed a higher 
occurrence of invalid and textual errors. The refined entity linking prompt seems 
to have greatly decreased the occurrence of no prefix errors in the two GPT 
models, although it led to an increase in invalid errors with the GPT-3.5 model. 
Overall, the GPT-4o model outperformed the GPT-3.5 model in minimizing 
missing, no prefix, and invalid errors but exhibits a slightly higher frequency of 
textual errors. 

Table 6. Overview of frequency of RadLex terms identified across all experi-
ments and hallucination rates.

System Total UniqueHallucination Rate (%) 
Ground truth 4,327 927 -
GPT-3.5MT +NCBOEL+GPT-3.5BT 6,641 3,316 8.70 
GPT-4oMT +NCBOEL+GPT-4oBT 7,136 3,713 7.71 
GPT-3.5MT +EL−P 1 13,824 5,161 9.17 
GPT-3.5MT +EL−P 2 14,235 5,215 8.53 
GPT-4oMT +EL−P 1 13,032 3,984 0.06 
GPT-4oMT +EL−P 2 13,036 3,999 0.08 
GPT-3.5MT +EL−P 1+BT 12,806 4,876 11.81 
GPT-3.5MT +EL−P 2+BT 13,207 4,907 10.59 
GPT-4oMT +EL−P 1+BT 13,523 4,105 1.42 
GPT-4oMT +EL−P 2+BT 13,336 4,105 1.22 

MT: machine translation, EL-P1: original entity linking prompt, EL-P2: refined 
entity linking prompt, BT: back translation. 

We proceeded to perform a qualitative analysis of textual errors generated by 
the GPT-3.5 and GPT-4o models to understand if there is a correlation between 
the back translation prompt and the induction of hallucinations. In Listing 1.3, 
we provide an example of an output that demonstrates how all observed textual 
errors originated from sentences that did not contain RadLex entity mentions 
during the entity linking step, but were incorrectly annotated with the back 
translation prompt. 
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Listing 1.3: Entity linking output with textual error during back translation 
stage. 

Original sentence: 
Recentemente, desenvolvemos um sistema de visão computacional, o qual denom-
inamos SIStema para a Detecção e a quantificação de Enfisema Pulmonar (SIS-
DEP). 
Machine Translation output: 
We recently developed a computer vision system, named Pulmonary Emphysema 
Detection and Quantification System (SISDEP). 
Entity Linking output: 
We recently developed a computer vision system, named Pulmonary Emphysema 
Detection and Quantification System (SISDEP). 
Back Translation output: 
Desenvolvemos recentemente um sistema de visão computacional, chamado 
<RADLEX id="Pulmonary_Emphysema">Sistema de Detecção e Quantificação 
de Enfisema Pulmonar</RADLEX> (SISDEP). 

4.3 Cross-Lingual Entity Linking Evaluation 

To assess the effectiveness of our approach in biomedical cross-lingual entity link-
ing, we focused on a subset of the RadLex ontology that contains standardized 
UMLS concepts. We used document-level precision (P), recall (R), and F1-score 
(F1) metrics, which are calculated based on the overlap between predicted entity 
mentions and their corresponding RadLex terms in each document. To evaluate 
the impact of hallucinations, we perform post-processing on the back translation 
step to filter out invalid RadLex entity links. Table 7 presents the document-level 
evaluation results, comparing the performance of our approach to the dictionary-
based and multilingual encoder baselines. 

The translation-based approach to entity linking outperformed the multilin-
gual encoder-based SapBERT-XLMR model. Our approach performed the best 
with the dictionary-based NCBO annotator for entity linking compared to the 
in-context learning approach of the GPT models. For the dictionary-based base-
line, the choice of GPT model had a minimal impact on performance. 

Applying post-processing to filter out hallucinations enables a more accurate 
assessment of the approaches’ performance, as any observed decrease in preci-
sion is more likely to reflect the approach’s limitations in identifying relevant 
entities, rather than errors caused by hallucinated identifiers. The entity link-
ing prompt strategies had no performance impact with the GPT-4o model. In 
contrast, for the GPT-3.5 model, the refined entity linking prompt resulted in 
a slight improvement in recall, with no effect on precision, suggesting that the 
refined prompt was more effective at identifying relevant UMLS concepts from 
the RadLex ontology. 
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Table 7. Document-level entity linking evaluation results with UMLS terms. 

System P R F1 
SapBERT-XLMRbase 0.15 0.17 0.14 
GPT-3.5MT 

+ NCBOEL+GPT-3.5BT −NoP P 0.290.78 0.40 
+ GPT-3.5EL−P 1+BT −NoP P 0.15 0.73 0.24 
+ GPT-3.5EL−P 2+BT −NoP P 0.17 0.76 0.26 
+ NCBOEL+GPT-3.5BT −WithPP  0.380.780.49 
+ GPT-3.5EL−P 1+BT −WithPP 0.32 0.73 0.42 
+ GPT-3.5EL−P 2+BT −WithPP 0.31 0.76 0.42 
GPT-4oMT 

+ NCBOEL+GPT-4oBT −NoP P 0.240.78 0.34 
+ GPT-4oEL−P 1+BT −NoP P 0.28 0.76 0.38 
+ GPT-4oEL−P 2+BT −NoP P 0.28 0.78 0.39 
+ NCBOEL+GPT-4oBT −WithPP  0.37 0.78 0.48 
+ GPT-4oEL−P 1+BT −WithPP 0.33 0.76 0.43 
+ GPT-4oEL−P 2+BT −WithPP 0.33 0.78 0.44 

MT: machine translation, BT: back translation, EL-
P1: original entity linking prompt, EL-P2: refined 
entity linking prompt, NoPP: without post-processing, 
WithPP: with post-processing. 

5 Discussion 

The machine translation evaluation demonstrated that prompt choice had a sig-
nificant impact on GPT-3.5’s performance, whereas GPT-4o was less influenced 
by prompt variations. This finding addresses RQ1, confirming that the granular-
ity of a prompt’s context impacts model performance. We also concluded that 
GPT-4o significantly outperformed GPT-3.5, indicating that, in the machine 
translation phase, a larger model achieved the best results, addressing RQ2. 

In the cross-lingual entity evaluation, we did not find any major differences 
in performance between GPT-3.5 and GPT-4o or between the different entity 
linking prompt strategies. This suggests that, relating to RQ2, increasing model 
size did not lead to improvements in entity linking performance unlike in machine 
translation. 

Regarding our translation-based entity linking approach, the dictionary-
based approach achieved comparable or superior F1-scores in comparison to the 
in-context learning method with GPT models. In response to RQ3, GPT models 
did not outperform the dictionary-based approaches for entity linking, indicat-
ing that GPT models did not significantly enhance the contextual recognition of 
relevant entities. 
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6 Conclusion 

In this study, we explored the use of GPT models, specifically GPT-3.5 and GPT-
4o, in the cross-lingual entity linking task using a translation-based approach 
that consists of three phases: machine translation, entity linking, and back trans-
lation. We explored different prompting strategies and entity linking approaches, 
including a dictionary-based method and in-context learning. 

In the machine translation phase, our results showed that chunk-level 
machine translation outperformed sentence-level translation in the MRRAD 
dataset. During the entity linking phase, our error analysis revealed that the 
GPT-4o model had a near 0% hallucination rate. In the back translation phase, 
when evaluating cross-lingual entity linking with UMLS terms in the RadLex 
ontology, our approach outperformed the baseline multilingual encoder-based 
method. However, the in-context learning entity linking approach did not out-
perform the dictionary-based method. 

Overall, our translation-based approach to cross-lingual entity linking shows 
potential as a viable method, but its effectiveness should be further evaluated on 
a wider range of datasets to assess its robustness. While post-processing helped 
mitigate hallucinations, it could not overcome the limitations of GPT models in 
accurately linking entities. 

For future work, it would be interesting to explore other LLMs beyond GPT 
models and implement a knowledge retriever for ambiguous entities that could 
further enrich the prompt context and improve model performance. 
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