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ABSTRACT
Event extraction is an NLP task that commonly involves identi-
fying the central word (trigger) for an event and its associated
arguments in text. ACE-2005 is widely recognised as the standard
corpus in this field. While other corpora, like PropBank, primarily
focus on annotating predicate-argument structure, ACE-2005 pro-
vides comprehensive information about the overall event structure
and semantics. However, its limited language coverage restricts its
usability. This paper introduces ACE-2005-PT, a corpus created by
translating ACE-2005 into Portuguese, with European and Brazilian
variants. To speed up the process of obtaining ACE-2005-PT, we
rely on automatic translators. This, however, poses some challenges
related to automatically identifying the correct alignments between
multi-word annotations in the original text and in the correspond-
ing translated sentence. To achieve this, we developed an alignment
pipeline that incorporates several alignment techniques: lemmati-
zation, fuzzy matching, synonym matching, multiple translations
and a BERT-based word aligner. To measure the alignment effec-
tiveness, a subset of annotations from the ACE-2005-PT corpus
was manually aligned by a linguist expert. This subset was then
compared against our pipeline results which achieved exact and
relaxed match scores of 70.55% and 87.55% respectively. As a result,
we successfully generated a Portuguese version of the ACE-2005
corpus, which has been accepted for publication by LDC.
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1 INTRODUCTION
Event extraction is a crucial Information Extraction task, that has
witnessed a growing interest among researchers in recent years
[14]. However, this task can pose significant challenges due to its
inherent complexity and the diverse ways in which events can
be expressed in natural language [13]. Despite these challenges,
several works [2, 16–18] have demonstrated significant progress in
this field, achieving promising results.

One of the most widely used corpora in event extraction research
is the ACE-2005 (Automatic Content Extraction) corpus [9], which
has become a gold standard in the field [7]. This corpus provides a
comprehensive collection of annotated events, offering a valuable
benchmark for evaluating the effectiveness of event extraction
systems. Unfortunately, it is only available in English, Chinese and
Arabic, but not in other languages, such as Portuguese.

In order to bridge this gap and promote event extraction for
the Portuguese language, we introduce ACE-2005-PT (Automatic
Content Extraction for Portuguese), an automated translation of
the ACE-2005 corpus that has been partially verified by a linguist
expert. To generate this corpus, we developed a translation and
annotation alignment pipeline that combines machine translation
and several text alignment techniques such as fuzzy string match-
ing, lemmatization, synonym matching, multiple translations and
a word aligner based on Transformers [21]. By leveraging this
pipeline, we have successfully translated the ACE-2005 corpus
into Portuguese, including two variants: European Portuguese and
Brazilian Portuguese. Then, a subset of ACE-2005-PT annotations
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was manually aligned by a linguist to validate the pipeline’s effec-
tiveness.

This corpus has already been accepted for publication by the
Linguistic Data Consortium (LDC) and will be available for event
extraction-related tasks. The main contributions of this paper are:
• An automatic translation and alignment pipeline that can
be used to translate not only ACE-2005 but other corpora
into different languages. We made the code available1 for
reproducibility purposes.
• A Portuguese-translated version of the ACE-2005 corpus that
can be used to enhance Event Extraction in two Portuguese
variants: European and Brazilian.

In the following sections, we present a brief description of ACE-
2005 and the methodology used to translate it into Portuguese.

2 ACE-2005 CORPUS
The ACE-2005 corpus is composed of several textual documents
from various sources, such as newswires, online journals, broadcast
transcripts, discussion forums and conversational telephone speech.
Each document is provided with annotations of events, which con-
sist of event triggers and their corresponding event arguments [1].
Event triggers represent the terms that indicate the occurrence of an
event and play a crucial role in event extraction. Each event trigger
is associated with a specific event type resulting in 33 event types in
the ACE-2005 corpus. Event arguments describe entities, temporal
expressions or values that serve as participants or attributes of the
events. Each event argument is associated with a semantic role that
represents its relationship within the event, such as the agent that
performs an action and the time or location of the event. For each
event occurrence, ACE-2005 annotates event arguments by linking
them to their respective event trigger.

Consider the following sentence, which illustrates the process
of extracting an event trigger and its corresponding arguments.

Marie Curie was born in Warsaw on November 7, 1867.
In this example, the word "born" corresponds to a trigger with type
Life:Be-Born. Regarding the event arguments, we have "Marie
Curie", "Warsaw" and "November 7, 1867" with roles Person, Place
and Time respectively.

3 ACE-2005 TRANSLATION TO PORTUGUESE
In this section, we introduce the translation process and annota-
tion alignment pipeline used to generate the ACE-2005-PT corpus
and present statistics associated with this methodology. Follow-
ing that, we introduce the methods used to evaluate our pipeline
effectiveness and the obtained results.

3.1 Translation and Annotation Alignment
The initial step in the process of producing the ACE-2005 corpus
consisted of performing automatic translation of the documents.
Specifically, we used Google Translator2 for Brazilian Portuguese,
while for European Portuguese, we relied on DeepL translator 3, as

1https://github.com/LIAAD/ACE-2005-Translation-and-Alignment-Pipeline
2https://cloud.google.com/translate/docs/reference/rest
3https://www.deepl.com

Google Translator does not support translation into this language
variant.

After translation, we have an original text with annotated terms
and we want to transfer these annotations to the translated text, in
a process called alignment (of annotations). In the simplest case, we
translate the annotated term and its translation becomes annotated
in the translated text. However, such a direct approach works only
half of the time. For instance, in the sentence “The soldiers were
ordered to fire their weapons", ACE-2005 states that the trigger
“fire" should be annotated. However, this sentence is translated to
"Os soldados receberam ordens para disparar as suas armas" where
the word “fire" is translated to “incêndio" (fire as a noun) in isolation
and to “disparar" (fire as a verb) in context.

We employed a commonly used pre-processing approach4 of the
ACE-2005 corpus, which performed sentence tokenization on the
documents and assigned each event annotation to its respective
sentence. Subsequently, we automatically translated each source
(𝑠𝑟𝑐) sentence 𝑠𝑠𝑟𝑐 , along with its corresponding triggers 𝑡𝑠𝑟𝑐 and ar-
guments 𝑎𝑠𝑟𝑐 . In case a mismatch occurs, these translations (𝑡𝑟𝑎𝑛𝑠)
result in annotations 𝑎𝑡𝑟𝑎𝑛𝑠 and 𝑡𝑡𝑟𝑎𝑛𝑠 that are not contained in the
sentences 𝑠𝑡𝑟𝑎𝑛𝑠 . For these cases, we applied an alignment proce-
dure (Algorithm 1) to identify the correct span offsets of 𝑎𝑡𝑟𝑎𝑛𝑠 and
𝑡𝑡𝑟𝑎𝑛𝑠 within 𝑠𝑡𝑟𝑎𝑛𝑠 . For the sake of simplicity, we only describe
the event argument alignment process as the trigger alignment
procedure was similar. The alignment pipeline is composed of four
components: lemmatization, multiple translations, a BERT-based
word aligner and fuzzy string similarity.

Algorithm 1: Translation and Alignment Pipeline.
1 for 𝑠𝑠𝑟𝑐 in sentences do
2 𝑠𝑡𝑟𝑎𝑛𝑠 ← 𝑔𝑒𝑡 𝑠𝑒𝑛𝑡𝑒𝑛𝑐𝑒 𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛;
3 for 𝑎𝑠𝑟𝑐 in event arguments do
4 𝑎𝑡𝑟𝑎𝑛𝑠 ← 𝑔𝑒𝑡 𝑎𝑟𝑔𝑢𝑚𝑒𝑛𝑡 𝑡𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛;
5 if 𝑎𝑡𝑟𝑎𝑛𝑠 in 𝑠𝑡𝑟𝑎𝑛𝑠 then return 𝑎𝑡𝑟𝑎𝑛𝑠 ;
6 𝑚𝑎𝑡𝑐ℎ ← 𝐿𝑒𝑚𝑚𝑎𝑀𝑎𝑡𝑐ℎ(𝑎𝑙𝑒𝑚, 𝑠𝑙𝑒𝑚);
7 if 𝑚𝑎𝑡𝑐ℎ then return𝑚𝑎𝑡𝑐ℎ ;
8 𝑚𝑎𝑡𝑐ℎ ← 𝑀𝑢𝑙𝑡𝑖𝑝𝑙𝑒𝑇𝑟𝑎𝑛𝑠𝑙𝑎𝑡𝑖𝑜𝑛(𝑎𝑠𝑟𝑐 , 𝑠𝑡𝑟𝑎𝑛𝑠 );
9 if 𝑚𝑎𝑡𝑐ℎ then return𝑚𝑎𝑡𝑐ℎ ;

10 𝑚𝑎𝑡𝑐ℎ ←𝑊𝑜𝑟𝑑𝐴𝑙𝑖𝑔𝑛𝑒𝑟 (𝑠𝑠𝑟𝑐 , 𝑠𝑡𝑟𝑎𝑛𝑠 , 𝑎𝑠𝑟𝑐 ) ;
11 if 𝑚𝑎𝑡𝑐ℎ then return𝑚𝑎𝑡𝑐ℎ ;
12 return 𝐹𝑢𝑧𝑧𝑦𝑀𝑎𝑡𝑐ℎ(𝑎𝑡𝑟𝑎𝑛𝑠 , 𝑠𝑡𝑟𝑎𝑛𝑠 );
13 end
14 end

The initial step of the alignment pipeline starts by lemmatizing
both 𝑠𝑡𝑟𝑎𝑛𝑠 and 𝑎𝑡𝑟𝑎𝑛𝑠 , resulting in 𝑠𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 and 𝑎

𝑙𝑒𝑚
𝑡𝑟𝑎𝑛𝑠 , as shown in

Algorithm 2. Next, we verify whether the sequence of tokens in
𝑎𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 occurs in 𝑠𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 . By transforming each token of 𝑠𝑡𝑟𝑎𝑛𝑠 and
𝑎𝑡𝑟𝑎𝑛𝑠 into their fundamental word forms, we reduce the potential
variations for each word and increase the likelihood of finding a
match.

The next element of the pipeline consists of using multiple trans-
lations of words corresponding to annotated terms. In particular,
4https://github.com/nlpcl-lab/ace2005-preprocessing
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Algorithm 2: LemmaMatch function.
1 def getLemmaMatch(𝑠𝑡𝑟𝑎𝑛𝑠 , 𝑎𝑡𝑟𝑎𝑛𝑠 ):
2 𝑎𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 ← 𝑔𝑒𝑡 𝑎𝑡𝑟𝑎𝑛𝑠 𝑙𝑒𝑚𝑚𝑎 𝑡𝑜𝑘𝑒𝑛𝑠;
3 𝑠𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 ← 𝑔𝑒𝑡 𝑠𝑡𝑟𝑎𝑛𝑠 𝑙𝑒𝑚𝑚𝑎 𝑡𝑜𝑘𝑒𝑛𝑠;
4 if 𝑎𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 𝑖𝑛 𝑠𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 then
5 𝑠𝑡𝑎𝑟𝑡, 𝑒𝑛𝑑 ← 𝑓 𝑖𝑛𝑑_𝑠𝑝𝑎𝑛(𝑠𝑙𝑒𝑚𝑡𝑟𝑎𝑛𝑠 , 𝑎

𝑙𝑒𝑚
𝑡𝑟𝑎𝑛𝑠 );

6 return 𝑎𝑡𝑟𝑎𝑛𝑠 ← 𝑠𝑡𝑟𝑎𝑛𝑠 [𝑠𝑡𝑎𝑟𝑡, 𝑒𝑛𝑑];

we used the Microsoft Dictionary Lookup API5 which provides
alternative translations for words and idiomatic expressions to gen-
erate alternative translations of 𝑎𝑡𝑟𝑎𝑛𝑠 and 𝑡𝑡𝑟𝑎𝑛𝑠 , aiming to locate
them in 𝑠𝑡𝑟𝑎𝑛𝑠 . This method was also combined with the previous
one by performing lemmatization on the alternative translation
and trying to match it within the 𝑠𝑡𝑟𝑎𝑛𝑠 .

Following these methods, we used a parallel corpus word aligner
adapted from the word aligner proposed by Dou et al. (2021) [10].
We retrieved the embedding matrices of 𝑠𝑠𝑟𝑐 and 𝑠𝑡𝑟𝑎𝑛𝑠 from the
BERT-Multilingual model (mBERT) [8] and computed their product.
Subsequently, we applied a softmax function to compute probabili-
ties for the association between tokens in 𝑠𝑠𝑟𝑐 and 𝑠𝑡𝑟𝑎𝑛𝑠 .

Figure 1: Alignment matrix from mBERT.

Figure 1 presents an example of the embeddings-driven word
association matrix with an English sentence 𝑠𝑠𝑟𝑐 on the vertical
axis and its corresponding Portuguese translation 𝑠𝑡𝑟𝑎𝑛𝑠 on the
horizontal axis. With the word alignments between 𝑠𝑠𝑟𝑐 and 𝑠𝑡𝑟𝑎𝑛𝑠
computed, we proceeded to find the correct 𝑎𝑡𝑟𝑎𝑛𝑠 span offset. For
that, we used an approach represented in Algorithm 3, which is
similar to the one described by Carrino et al. (2020)[4], with the
inclusion of a token size verification. First, we calculate the start
(𝑎𝑠𝑡𝑎𝑟𝑡𝑠𝑟𝑐 ) and end (𝑎𝑒𝑛𝑑𝑠𝑟𝑐 ) positions of 𝑎𝑠𝑟𝑐 in 𝑠𝑠𝑟𝑐 . Next, we use the

5https://learn.microsoft.com/en-us/azure/ai-services/translator/reference/v3-0-
dictionary-lookup

word alignments computed in 𝑎𝑙𝑖𝑔𝑛(𝑠𝑠𝑟𝑐 , 𝑠𝑡𝑟𝑎𝑛𝑠 ) to retrieve the cor-
responding start and end positions of 𝑎𝑡𝑟𝑎𝑛𝑠 in 𝑠𝑡𝑟𝑎𝑛𝑠 , retrieving
𝑎𝑠𝑡𝑎𝑟𝑡𝑡𝑟𝑎𝑛𝑠 and 𝑎𝑒𝑛𝑑𝑡𝑟𝑎𝑛𝑠 respectively. Finally, we determine the corre-
sponding 𝑎𝑡𝑟𝑎𝑛𝑠 by using its span offset as indexes in 𝑠𝑡𝑟𝑎𝑛𝑠 . Then
we verify the length of the aligned annotation by comparing it with
the original annotation length to avoid returning disproportionately
large annotations. (The motivation for this is further explained in
Section 4).

Algorithm 3: Word Aligner Algorithm
1 def WordAligner(𝑠𝑠𝑟𝑐 , 𝑠𝑡𝑟𝑎𝑛𝑠 , 𝑎𝑠𝑟𝑐 ):
2 𝑎𝑙𝑖𝑔𝑛𝑠 ← 𝑎𝑙𝑖𝑔𝑛(𝑠𝑠𝑟𝑐 , 𝑠𝑡𝑟𝑎𝑛𝑠 ) ; /*mBERT*/

3 (𝑎startsrc , ..., 𝑎endsrc ) ← get 𝑎𝑠𝑟𝑐 span offsets;
4 (𝑎starttrans, ..., 𝑎

end
trans)← 𝑎trans from aligns;

5 𝑎
′start
trans ← min(𝑎starttrans, 𝑎

end
trans);

6 𝑎
′end
trans ← max(𝑎starttrans, 𝑎

end
trans);

7 𝑎trans ← 𝑠trans𝑎
′start
trans , 𝑎

′end
trans;

8 if 𝑆𝑖𝑧𝑒𝑆𝑎𝑓 𝑒𝑔𝑢𝑎𝑟𝑑 (𝑎trans, 𝑎src) then
9 return 𝑎trans

10 end

The last component of the pipeline uses Fuzzy string similarity.
We calculate the similarity between 𝑎𝑡𝑟𝑎𝑛𝑠 and substrings of 𝑠𝑡𝑟𝑎𝑛𝑠 .
To generate these substrings, we use a sliding window to compute
all substrings of 𝑠𝑡𝑟𝑎𝑛𝑠 with length 𝑤𝑖𝑛𝑑𝑜𝑤 equal to the number
of tokens in 𝑎𝑡𝑟𝑎𝑛𝑠 . In order to determine the most similar string
between 𝑎𝑡𝑟𝑎𝑛𝑠 and the generated substrings, we use fuzzy match-
ing algorithms such as the Levenshtein distance [12] and Gestalt
pattern matching [20].

In the case of trigger alignment, where triggers generally consist
of a single word, we did not use the fuzzy match component. This
decision was based on the limitations associated with character-
level similarity techniques, which are further elaborated in Section
4. Instead, we used synonyms of 𝑡𝑡𝑟𝑎𝑛𝑠 , trying to establish a corre-
spondence between 𝑡𝑡𝑟𝑎𝑛𝑠 and 𝑠𝑡𝑟𝑎𝑛𝑠 .

3.2 Statistics by pipeline component
Using the alignment pipeline, we produced ACE-2005-PT, featuring
16,260 sentences and 14,886 annotations (triggers and arguments),
mirroring the original corpus. In this section, we focus, for the sake
of simplicity, on the European corpus, as the results were similar in
the Brazilian variant. Upon translation, we were able to find 2,721
triggers (51.9%) and 5,127 arguments (53.1%) in their respective
translated sentences by using substring matching between the an-
notations and the translated text. This indicates that approximately
half of the ACE-2005-PT annotations required alignment.

Table 1 provides the number of alignments performed by each
component of our alignment pipeline for each data split. Notably,
the pipeline works sequentially, meaning that annotations aligned
by earlier methods are not addressed again by subsequent pipeline
elements. To select the best component order in the pipeline we
experimented with all the permutations between the components
and calculated the corresponding alignment results using a man-
ually aligned corpus that is further introduced in Section 3.3. The
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Table 1: ACE-2005-PT alignment statistics. Number of align-
ments by component. (SMatch - string match; MTrans - mul-
tiple translation; WAligner - word aligner)

Method Trigger Argument
Train Dev Test Total Train Dev Test Total

SMatch 2,289 222 210 2,721 4,109 503 515 5,127
Lemma 473 56 38 567 1,235 152 136 1,523
MTrans 947 144 125 1,216 568 53 52 673
Synonym 16 2 1 19 - - - -
WAligner 587 66 47 700 1,675 198 168 2,041
Fuzzy - - - - 152 25 16 193
Manual 12 2 1 15 84 2 5 91

Total 4,324 492 422 5,238 7,823 933 892 9,648

obtained results confirmed that the order that presents the best
results is the one presented in Table 1 (top to bottom).

Despite some entries couldn’t be automatically aligned using our
pipeline, their number was marginal compared to the total number
of annotations. After using the alignment pipeline, we conducted
a set of 106 manual alignments, corresponding to the "Manual"
method in Table 1.

3.3 Evaluation
To measure the effectiveness of the alignment pipeline, manual
alignments were conducted on the entire ACE-2005-PT test set,
which includes 1,310 annotations (triggers and arguments). These
alignments were performed by an expert linguist to ensure high-
quality annotations, following the same annotation guidelines of
the original ACE-2005 corpus [1]. These annotations were then
compared with the automatic alignment performed by our pipeline.
During this comparison, we used two different metrics: the exact
match between the pipeline-generated alignments and the manual
ones (strict), and the F1 score between the tokens found by the
pipeline and the ones that were manually aligned (relaxed). Resort-
ing to both evaluation metrics allow us to more accurately assess
the model’s effectiveness.

3.4 Results
Table 2 shows the alignment validation results of our pipeline when
compared with the manually annotated test split of ACE-2005-PT.

In this table, we can analyse the relaxed and exact match be-
tween the pipeline-generated alignments and the gold annotations
performed by the linguistic expert. The results are presented for
each alignment method, along with the overall performance of the
pipeline. The pipeline achieved a Relaxed score of 87.72% and an
exact score of 70.55%. As expected, the flexible match obtained a
higher result value than the exact match. Looking at the overall per-
formance, there is a 17.22% difference between both metrics, which
shows that, despite our pipeline getting most of the alignments
in the correct form, it still presents difficulties in reproducing the
exact alignments performed by an expert.

Looking at the annotation types (triggers and arguments), our
pipeline demonstrates more difficulties when aligning arguments

Table 2: Evaluation Results by pipeline component.

Method Trigger Argument All
Relaxed Exact Relaxed Exact Relaxed Exact

SMatch 99.29 99.05 92.21 76.36 94.25 82.92
Lemma 93.86 92.11 74.06 20.74 78.41 36.42
MTrans 93.73 90.40 77.04 46.15 88.83 77.40
Synonym 1.0 1.0 - - 1.0 1.0
WAligner 63.54 58.33 68.26 28.57 67.22 35.19
Fuzzy - - 92.86 56.25 92.86 56.25

Pipeline 93.11 91.23 85.16 60.76 87.77 70.55

(85.16% relaxed and 60.76% exact) compared to triggers (93.11%
relaxed and 91.23% exact). This is expected since a trigger is usu-
ally composed of one word, while arguments may contain several
words, making it harder to identify the correct alignment. Another
observation to be made is that in the case of trigger alignment, the
results obtained for both relaxed and exact scores are similar (93.11%
relaxed and 91.23% exact). On the other hand, one can observe, in
the argument alignments, a higher difference between the relaxed
and the exact score, with a score of 85.15% and 60.76% respectively.
Again, this indicates that aligning arguments is a harder task for
our pipeline.

Finally, looking at the aligning modules individually, one can
observe that the string match of the translated annotation with the
translated text is the method that yielded the highest evaluation
scores, for both triggers and arguments. Both the Lemmatization
(Lemma) and the Multiple Word Translation (MTrans) methods
revealed alignment scores above 90% on the trigger alignment. As
for the argument alignment, the Fuzzy string match and MTrans
were the ones that achieved better alignment scores. The limitations
of each alignment technique are further explored in Section 4.

The quality of these alignments can further be assessed by ob-
serving the Event Extraction task results of models that were trained
using the ACE-2005-PT corpus. In Cunha et. al (2023) [6] this corpus
was used to train Question Answering models to perform Event
Extraction for Portuguese. The model trained with ACE-2005-PT is
available for direct scrutiny online6.

Table 3 presents F1-scores for trigger extraction and argument
extraction on both the ACE-2005 corpus in English (original) and
our Portuguese version presented in this paper, ACE-2005-PT.

Since the Portuguese model consists of a QA model it should
primarily be compared with the BERT_QA_Arg model in Table 3
due to the similarities in their model architectures. Looking at the
table, one can observe that the results for the Portuguese model
(64% F1-score for Trigger Extraction and 46% F1-score for Argument
Extraction) are lower when compared to the results of the English
models. However, since the language used to train and evaluate
these models is different, a direct comparison might be inaccu-
rate due to divergences in language vocabulary, such as idiomatic
expressions, and other cultural differences between languages.

6https://hf.co/spaces/lfcc/Event-Extractor
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Table 3: Event Extraction results on ACE-2005 dataset.

Model Triggers F1 Arguments F1

English ACE-2005

JRNN 2016 [19] 69.3 55.4
BERT_QA_Arg 2020 [11] 72.4 53.3
OneIE 2020 [15] 74.7 56.8
Text2Event 2021 [16] 71.9 53.8
FourIE 2021 [17] 75.4 58.0
GraphIE 2022 [18] 75.7 59.4

Portuguese ACE-2005

BERT-ACE05PT [6] (ours) 64.4 46.7

4 ERROR ANALYSIS AND LIMITATIONS
Firstly, it is important to acknowledge that automatic translation
is prone to translation errors which can lead to inaccuracies and a
loss of the intended meaning in the translated texts.

Regarding annotation alignments, some errors were found. For
instance, in non-null subject languages like English, it is obligatory
to include the subject in sentence construction, while in Portuguese,
the subject can be implicit [3]. Consider the next sentence as an
example:

"We have been under heavy fire in the Middle East"
In this example, the word "fire" is marked as an event trigger of

type Conflict:Attack, and "We" is an event argument with the
role Target. However, in the Portuguese translation, "We have"
was translated to "Temos" (the conjugated verb "have" in the first
person plural). As a result, the subject became implicit, omitting
the argument "We". During the validation process on the test split
of the ACE-2005-PT corpus, we detected 41 errors in the alignment
of arguments related to this phenomenon. These errors account for
11.71% of the total argument alignment errors.

Another identified issue consists of our pipeline’s inability to
accurately identify the sentences’ syntax structure. According to
the ACE-2005 annotation guidelines [1], when annotating a noun
phrase (NP) with a determiner, the latter should be included in the
argument. For instance, in the previous example, the NP "the Middle
East", which is an event argument with the role Place, comprises
the determiner "the". In this case, the NP is part of a prepositional
phrase (PP) headed by the preposition "in", but the preposition is
not part of the argument. In the context of the Portuguese language,
in examples like this one, the preposition is contracted with the
determiner, that is, in the PP "no Médio Oriente", we observe the
contraction of "em" ("in") + "o" ("the"). The event argument in Por-
tuguese is "o Médio Oriente" and not "no Médio Oriente". While man-
ually annotating the test set of the ACE-2005 Portuguese version,
our expert followed ACE-2005 guidelines, which meant separating
the preposition from the determiner. However, this requirement
poses a challenge for automatic alignment.

We detected 242 instances where our pipeline failed to correctly
align the determiner, accounting for 69.14% of the errors in argu-
ment alignment. This is one of the main reasons for the discrepancy
between the relaxed (87.77%) and Exact (70.55%) scores. By using

the exact match, these cases are considered completely misaligned.
On the other hand, by using the relaxed match, despite being pe-
nalised for omitting the determiner, the pipeline still receives credit
for identifying the remaining correctly aligned tokens.

We also conducted an error analysis on the pipeline text align-
ment components. For instance, character-level similarity matching
disregards the order of characters and lacks semantic understand-
ing. In the previous example, the argument annotation "We" was
translated to "Nós" in isolation. By relying on character similarity
matching, "Nós" wasmistakenly alignedwith theword "no" (the) due
to their shared characters, resulting in an incorrect alignment. This
issue becomes more prevalent when dealing with shorter strings,
thus, this method was not used to align triggers which are usually
composed of one single word. On the other hand, the lemmatization
method also introduces ambiguity, as multiple words with different
meanings can map to the same lemma. This ambiguity may result
in incorrect alignments, where annotations are aligned with incor-
rect spans in the translated text due to multiple possible lemma
matches.

In Algorithm 3, we determine the translated annotation offsets
using the maximum and minimum indexes of the previously com-
puted alignments. However, in case of alignment errors, the calcu-
lated minimum or maximum values can become disproportionately
large or small, resulting in absurdly large annotation spans. To
address this issue, we implemented a safeguard by comparing the
lengths of the aligned annotation and the source annotation. If
a significant discrepancy is detected, the alignment candidate is
discarded.

5 CONCLUSION
In this work, we developed a translation and alignment pipeline
specifically designed to automatically translate the ACE-2005 cor-
pus into both European and Brazilian Portuguese. To assess its
effectiveness, we compared the pipeline results against manually
aligned annotations performed by a linguistic expert, achieving a
relaxed score of 87.77% and an exact match of 70.55%. While our
primary focus was the Portuguese language, our pipeline can be
easily adapted to accommodate other languages and corpora. This
work expanded the usability of the ACE-2005 corpus beyond its
original three languages by creating a Portuguese version, which
has been accepted for publication by the LDC.

In the future, our pipeline could translate ACE-2005 into other
languages and extend to other corpora such as the Entities, Rela-
tions and Events corpus (ERE) [5], enhancing NLP tasks in various
languages and tasks.
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