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Abstract

The manufacturing industry has faced a significant challenge in decision-making due to the in-
troduction of Industry 4.0 technologies. The traditional decision-making strategies that rely on
the decision-makers analysis and empirical knowledge is time-consuming and leads to inaccurate
decisions, particularly for inexperienced decision-makers with limited historical knowledge when
faced with vast amounts of data.

Digital Twin technology offers a platform to develop an intelligent, automated, and comput-
erised solution for decision support, providing faster, more accurate, flexible, and intelligent deci-
sion support. However, although this technology enables real-time monitoring, data analysis, and
what-if simulation, the analysis of all this information still depends on the decision-maker. By
integrating recommendation systems, it is possible to have cooperative decision support systems
that provide recommendations and enable the decision-maker to have their input in the final deci-
sion. However, these systems suffer from problems such as cold-start and data sparsity, making
performing recommendations challenging.

Therefore, a Digital Twin architecture for decision support based on an innovative recom-
mendation system approach called SimQL is proposed. The proposed architecture has six layers
Physical Layer, Communication Layer, Data Analysis Layer, Simulation Layer, Decision Support
Layer, and the Human Trust Layer, however this work focus mostly on the last three. The pro-
posed recommendation approach integrates trust and similarity measures, what-if simulation, and
an AI-algorithm to minimise the effects of the cold-start and data sparsity problems when support-
ing the decision-making for new users or items. This also includes different forms of calculating
the predicted trust rating to improve the predicting rating calculation accuracy.

The proposed approach was experimentally validated using a case study based on a battery
pack assembly line called Integrated Manufacturing & Logistics (IML) at Warwick Manufacturing
Group (WMG). Each part of the SimQL approach was validated individually through the perfor-
mance of preliminary experiments. Following this, the proposed recommendation approach was
compared with state-of-the-art approaches, from which was possible to conclude that the SimQL
approach outperforms the approaches with which it was compared. A sensitivity analysis of the
SimQL approach using a Fuzzy Logic approach was performed, it was possible to extract informa-
tion about the parameters that most influence the recommendation quality of this model.

Keywords: Digital Twin Architecture. Trust-Based Recommendation Systems. Similarity
and Trust Measures. Cold-Start and Data Sparsity Problems.
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Resumo

A indústria da manufatura está a enfrentar um desafio significativo na tomada de decisões devido à
introdução de tecnologias relacionadas com a Indústria 4.0. As estratégias tradicionais de tomada
de decisões, que se baseiam na análise e no conhecimento empírico dos decisores, consomem
muito tempo e conduzem a decisões inadequadas, especialmente para decisores inexperientes com
conhecimentos históricos limitados, quando confrontados com grandes quantidades de dados.

A tecnologia de Digital Twin oferece uma plataforma para desenvolver uma solução inteligente,
automatizada e informatizada de apoio à decisão, proporcionando um apoio à decisão mais rápido,
preciso, flexível e inteligente. No entanto, apesar de esta tecnologia permitir a monitorização em
tempo real, a análise de dados e a simulação de cenários what-if, a análise de toda esta informação
continua a depender do decisor. Ao integrar sistemas de recomendação, é possível ter sistemas
cooperativos de apoio à decisão que fornecem recomendações e permitem que o decisor tenha o
seu contributo na decisão final. No entanto, estes sistemas sofrem de problemas como o cold-start
e a data sparsity, o que pode dificultar a formulação de recomendações.

Por esse motivo, é proposta uma arquitetura Digital Twin para apoio à decisão baseada numa
abordagem inovadora de sistema de recomendação denominada SimQL. A arquitetura proposta
tem seis camadas Camada Física, Camada de Comunicação, Camada de Análise de Dados, Ca-
mada de Simulação, Camada de Apoio à Decisão e a Camada de Confiança Humana, mas este
trabalho centra-se sobretudo nas últimas três camadas. A abordagem de recomendação proposta
integra medidas de confiança e de similaridade, simulação what-if e um algoritmo basedo em in-
teligência artificial, de forma a minimizar os efeitos dos problemas de cold-start e de data sparsity
ao apoiar a tomada de decisões para novos decisores ou itens. Este sistema inclui também difer-
entes formas de cálculo da previsão do feedbak de confiança para melhorar a precisão do cálculo
da previsão do feedbak.

A abordagem proposta foi validada experimentalmente utilizando um caso de estudo baseado
numa linha de montagem de baterias denominada Integrated Manufacturing & Logistics (IML)
que se encontra no Warwick Manufacturing Group (WMG). Cada parte da abordagem SimQL foi
validada individualmente através da realização de experiências preliminares. De seguida, a abor-
dagem de recomendação proposta foi comparada com abordagens do estado da arte, tendo sido
possível concluir que a abordagem SimQL supera as abordagens com as quais foi comparada. Foi
também realizada uma análise de sensibilidade da abordagem SimQL utilizando uma abordagem
de Lógica Fuzzy, tendo sido possível extrair informação sobre os parâmetros que mais influenciam
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a qualidade de recomendação deste modelo.

Palavras-Chave: Arquitetura Digital Twin. Sistemas de Recomendação Baseados em Confi-
ança. Medidas de Similariadade e de Confiança. Problema de Cold-Start e de Data Sparsity.
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Chapter 1

Introduction

The ongoing and widespread implementation of Industry 4.0, also known as the Fourth Industrial

Revolution (4IR), is characterised by the integration of advanced and intelligent technologies and

concepts, such as Cyber-Physical Systems (CPS), Internet-of-Things (IoT), Artificial Intelligence

(AI), Big Data Analytics, Cloud Computing, and Digital Twin, into industrial environments (Bauer

et al., 2015; Lu, 2017; Pires et al., 2018; Leitao et al., 2020). The integration of these technolo-

gies has brought about a new digital transformation era, revolutionising production processes by

making them more efficient, flexible, data-driven, and responsive to changes in market demands.

However, integrating these digital technologies presents a significant challenge for traditional De-

cision Support Systems (DSS).

The manufacturing industry of today faces a significant challenge in the field of decision-

making since most of the traditional decision-making strategies are based on the decision-makers

analysis and empirical knowledge, which can be time-consuming and inaccurate due to the high

quantity of data, especially for new decision-makers, who have limited or no historical knowledge

about a possible problem (Franke et al., 2022). The traditional DSS are limited to static decision

support techniques, which, with the emergence of the Digital Twin technology offering a platform

that enables the development of an intelligent, automated, and computerised solution for deci-

sion support, capable of providing faster, more accurate, flexible and intelligent decision support

(Bisantz and Seong, 2000).

Although the Digital Twin bases its decision support on real-time monitoring, data analysis and

what-if simulation, the analysis of all this information would still depend on the decision-maker.

Through the integration of a Recommendation System (RS), it will be possible to have coopera-

tive DSS enabling the active performance of decision support by providing recommendations and

enabling the decision-maker to have their input in the final decision. Despite the potential benefits

that the integration of a RS can have in enhancing decision support, these still suffer from prob-

lems such as cold-start, which can be defined as when a system can not work properly due to the

lack of information on new users or items, and data sparsity, which is the lack of sufficient rating

data for the system to perform accurate recommendations (Guo, 2012; Fletcher, 2017; Nanthini

and Pradeep Mohan Kumar, 2023). These two problems make it challenging for RS to perform
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recommendations, especially for new users or items with limited or no historical data, posing a

significant challenge for decision support.

Given the importance of decision support in Industry 4.0-compliant manufacturing environ-

ments, the objective of this thesis is to propose a Digital Twin architecture for decision support

based on an innovative RS approach, capable of handling the cold-start and data sparsity chal-

lenges in highly dynamic, flexible and complex environments. This work integrates what-if simu-

lation, intelligence, similarity and trust measures to mitigate the mentioned challenges.

The rest of this chapter is structured as follows:

• Section 1.1: provides context for developing a Digital Twin-based DSS integrated with an

intelligent RS using similarity and trust measures.

• Section 1.2: outlines the research problem, the main objective, and the research questions

that are the focus of the work.

• Section 1.3: elaborates on the research methodology employed in the development of this

work.

• Section 1.4: presents an overview of the chapters in this document, which delineate the

research, design, development, and experiments conducted throughout this work.

1.1 Context and Motivation

In 2011, the German Federal Government introduced the Industry 4.0 paradigm to develop and

stimulate the economy. Since then, it has played a leading role in the global transformation of the

manufacturing industry (Kagerman et al., 2013; Leitao et al., 2020; Lu, 2017). Today’s manufac-

turing sector is directly connected to a country’s economic development, technological progress

and global interconnection. In 2012, globally, manufacturing accounted for approximately 16%

of Gross Domestic Product (GDP) and 14% of employment (Manyika et al., 2012). In 2023,

manufacturing reached 17.5% of the global GDP, even though the world is still dealing with the

repercussions of the pandemic (Thomas, 2023). Manufacturing systems are responsible for creat-

ing all the products used worldwide, making them an essential part of everyday life. Implementing

the Industry 4.0 paradigm requires the adoption of Information and Communication Technologies

(ICT), resulting in real-time responsiveness, reconfigurability, flexibility, and decentralisation. To

remain competitive, manufacturers must increase efficiency and agility. Hence, they require intel-

ligent DSS capable of making efficient, accurate, adaptable, and reactive decisions during manu-

facturing processes (Rosin et al., 2022).

The digitalisation of manufacturing systems through Industry 4.0 technologies, such as IoT

and Big Data, has led to the generation of vast amounts of data, which poses a challenge for tra-

ditional decision-making processes (Ahuett-Garza and Kurfess, 2018; Li et al., 2022; Khan et al.,

2017; Nouinou et al., 2023). Decision-making entails evaluating situations or problems, consid-

ering various scenarios or possible solutions, contemplating the most suitable solutions from the
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available alternatives, and implementing the most suitable actions. With significant amounts of

data, decision-making can be time-consuming since it requires a large quantity of data to be anal-

ysed within real-time constraints (Nouinou et al., 2023). Integrating Industry 4.0 technologies,

such as Digital Twin and AI, with DSS could improve the decision-making process, reduce the

amount of data for analysis, and improve productivity in flexible manufacturing systems. In tra-

ditional manufacturing systems, decision-making is often manual and dependent on the decision-

makers experience and empirical knowledge, which can limit the speed and accuracy of the deci-

sions (Kunath and Winkler, 2018). This can be incredibly challenging for new decision-makers

or when the manufacturing system requires flexibility and faster decision-making (Franke et al.,

2022). The integration of AI-based algorithms into DSS can help improve the decision-making

process, ensuring compliance with the defined requirements.

Since the 1970s, DSS have been developed to support complex decision-making and problem-

solving (Felsberger et al., 2016). With Industry 4.0 technologies, the application of intelligent

DSS in manufacturing systems has significantly evolved, integrating real-time, AI, and predictive

analytics. Intelligent DSS can learn, provide tailored suggestions, and offer automated support,

transforming traditional systems into intelligent systems (Liang, 2008; Simeone et al., 2021).

Integrating decision support methods, such as RS, can simplify decision-making processes.

RS is a subclass of information filtering systems that are particularly good at providing recom-

mendations based on the decision-makers trust level and supporting decision-making with large

amounts of data (Selmi et al., 2016; Ricci et al., 2015). This enables more comprehensive support

of decision-makers throughout the manufacturing process’s life cycle.

Automated and computerised DSS in manufacturing is becoming more prevalent. However,

it is important to consider the issue of trust, as it can affect the reliability and dependability of

the system (Bisantz and Seong, 2000). Trust can be viewed from different perspectives regarding

decision support, such as social trust, which can act as the basis for recommendations, or the

trust decision-makers place in the DSS. This is a crucial factor in designing a DSS, as it can

influence whether or not the provided support and the system are accepted or rejected (Madhavan

and Wiegmann, 2007). Unfortunately, decision-makers often underestimate the decisions provided

by a DSS, but by incorporating the concept of trust, the acceptance of the system and its decisions

can be improved. Low levels of trust in a DSS can lead to non-use of the system, while high levels

of trust can lead to DSS-induced complacency, so finding the right balance is key (Seong et al.,

2006). Measuring trust in a DSS is also an issue, as no standard evaluation method exists. In the

case of RS, some implementations already utilise the trust concept of decision-makers as a basis

for their support (O’Donovan and Smyth, 2005; Victor et al., 2011; Selmi et al., 2016).

RS have proven to be helpful decision support tools in various fields, including e-commerce,

transportation, entertainment, e-health, and agriculture (Fayyaz et al., 2020). In the manufacturing

industry, the implementation of RS offers a powerful solution to the complex challenges faced by

this sector. These challenges include data complexity, quality, availability, real-time processing,

the cold-start problem, and model interpretability (Fayyaz et al., 2020; Meyer, 2012). The cold-

start problem is a common limitation when the RS lacks sufficient information to function opti-
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mally (Son, 2016). This can happen when new products, processes, equipment, or decision-makers

are introduced, leading to a lack of data to provide accurate recommendations. Fortunately, several

techniques can be employed to overcome this issue, including analysing recommended item fea-

tures, utilising similarity measures between items and/or decision-makers, identifying correlations,

utilising social relationships between decision-makers, combining multiple recommendation tech-

niques to overcome limitations, and integrating human expertise in the recommendation process

(Chen et al., 2013; Jain and Mahara, 2019; Guo, 2013). A combination of an AI-based algorithm

with trust and similarity measures could effectively address the challenges the cold-start problem

poses.

Intelligent manufacturing relies on the integration and interconnection between the physical

and digital worlds (Li et al., 2022). This is where the concept of Digital Twin comes into play, as it

is the key to making effective decisions within the Industry 4.0 framework (Yokogawa, 2019). Al-

though Michael Grieves introduced the Digital Twin concept in 2002 (Grieves and Vickers, 2017),

it only recently became popularised with Industry 4.0 (Neto et al., 2021). In simple terms, the Dig-

ital Twin concept refers to a virtual replica of a physical system (such as equipment, a process or

an entire plant) that is connected to sensors and embedded devices collecting data (including engi-

neering, operational and behavioural data) in real-time to a simulation model (Li et al., 2022; Pires

et al., 2019). This model can help perform various simulation analyses, such as what-if analysis

and predictive analysis (Pires et al., 2019; Kunath and Winkler, 2018). In addition, the collected

data helps to monitor the system’s behaviour and predict its performance. Integrating RS with Dig-

ital Twin in manufacturing systems has proven beneficial in cost reduction, service improvement,

personalised process optimisation, and real-time decision-making (Kunath and Winkler, 2018;

Jones et al., 2020). However, analysing and correlating all the data provided by different modules

can be challenging for the decision-maker. Nevertheless, the fully integrated Digital Twin makes

data analysis and simulation the key decision support tools (Kunath and Winkler, 2018).

The traditional decision-support approaches used in Industry 4.0-based manufacturing sys-

tems fall short of meeting the requirements of the new business model that emphasises flexibility,

responsiveness, reconfigurability, decentralisation, and real-time demands. These approaches rely

on batch processing and rigid models, which makes it difficult to adapt quickly and limits inte-

gration. As a result, data silos are created, preventing a comprehensive view of the entire system

and limiting learning and predictive capabilities. This highlights several research opportunities for

decision support in manufacturing systems, mainly focused on the Industry 4.0 paradigm and the

evolving requirements of manufacturing systems.

1.2 Research Problem & Objectives

Given the circumstances of traditional decision support in manufacturing systems detailed in the

preceding section, there is a rising need for an intelligent DSS capable of responding to the prob-

lems posed by the new business model based on Industry 4.0 manufacturing environments. Con-

sidering the aspects identified in the previous section, it was possible to design a schema, illustrated
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in Figure 1.1, of the identified research problem with traditional DSS in Industry 4.0 compliant-

manufacturing systems.

KPIs

How to
improve?

Management and
Planning Maintenance

Logistics Production

Parameters of Operation

Are these
the best?

What is the
best action?

Alert

What is the
best route?

AGVs

User

What is the
best decision?

Why does it take
so much time to

decide?

Do I trust in the
decision?

Decision-Making Process

Is there a more effective manner
to support the decision-maker

throughout this process?

System

Artificial Intelligence

Real-Time Capability

Trustworthy

Human Integration

Manufacturing
Environment

Possible Problems As Is To Be

Reliance on user's knowledge
Manual process
Limited flexibility
Time-consuming

User

Figure 1.1: Systematisation of the research problem.

The manufacturing environment is prone to various kinds of problems, such as management

and planning, improving the Key Performance Indicator (KPI)s, sudden alerts in maintenance,

determining the best logistics route or number of Automated Guided Vehicle (AGV)s for the pro-

duction line, and setting optimal operation parameters in production. These problems require

quick solutions, but traditional decision-making processes are time-consuming and limited in flex-

ibility and number of possibilities that can be analysed in a timely manner. It is a manual process

that relies heavily on the decision-maker’s knowledge, making it difficult for new decision-makers

to make accurate and efficient decisions. Is there a more effective manner to support the decision-

maker throughout this process?

The integration of Industry 4.0 technologies, as AI and Digital Twin, into a DSS enables the

mitigation of some of the identified challenges of the traditional decision-making process, enabling

the system to handle large amounts of data that can come from the digitalised manufacturing

environment, and the support for new decision-makers without any previous knowledge. Also,

allowing human integration in the decision-making cycle with the intelligent system promotes user

confidence in the system and its recommendations. Taking into consideration these circumstances

and the identified research problem, the main challenge that will be the focus of this work is to

develop an intelligent and trust-based DSS capable of providing support to the decision-maker

in its decision-making cycle in a timely manner in response to the fast-changing manufacturing

environment.

Based on the provided context, motivation and research problem, this work aims to achieve

the following thesis statement:
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The Digital Twin-based architecture integrated with recommendation system can provide deci-

sion support to the decision-makers enabling personalised, interactive, trust-based and intelligent

recommendations, and mitigate the cold-start and data sparsity problem.

Considering the proposed thesis statement, this thesis intends to propose a Digital Twin-based

architecture for decision support and develop an intelligent and trust-based recommendation model

capable of providing support to the decision-maker in its decision-making cycle in a timely manner

in response to complex and fast-changing manufacturing environments, particularly focusing on

the challenges of data sparsity and cold-start problems.

In order to address the research problem and thesis statement, the following research questions

were established for this dissertation:

• RQ 1: In which way the integration of AI-based algorithms and trust model in the Digital

Twin-based architecture can enhance the RS to provide personalised recommendations for

flexible and dynamic manufacturing environments?

The proposed DSS is based on a Digital Twin-based architecture, which will integrate RS and

what-if simulation module to enable faster and personalised decision support. Although the im-

plementation of traditional RS could improve the decision-making cycle in the manufacturing do-

main, the integration of AI-based algorithms can improve the analysis capabilities of vast amounts

of data, better customisation of the recommendations, faster and more informed decisions, and

learning capabilities. Integrating a trust model can ensure the recommendations’ reliability, accu-

racy, quality, and transparency and implement mitigation strategies as similarity measures for the

cold-start problem.

• RQ 2: In which way the similarity measures, focusing both on items and decision-makers,

can accelerate the learning process in cold-start environments?

Apart from the reliability and time requirements that the decision support architecture will

have to ensure, it will also have to be able to minimise the problems caused by cold-start problems.

The definition of mitigation measures (e.g., similarity measures) that can improve recommenda-

tion quality and speed is an important development for AI and trust-based RS in a manufacturing

sector with time requirements.

1.3 Research Methodology

One of the first steps in performing research is choosing the research methodology. A research

methodology can be considered the overall strategy to achieve the main goal and objectives of the

research (Sutrisna, 2009). Two main factors to consider when choosing a research methodology

are the alignment with the research objectives and the nature of the research problem. In this case,

the research developed in this dissertation follows a classical Design Science Research (DSR)

methodology based on an iterative process. The chosen research methodology was proposed by
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Figure 1.2: The iterative process of the design science research methodology (Peffers et al., 2007).

Peffers et al. (2007), which follows the DSR methodology for information systems. Figure 1.2

illustrates the DSR methodology.

The DSR methodology consists of a six-step nominal sequential iterative process, meaning

that at any step of the methodology, it is possible to evaluate the outputs and go back to previous

steps to improve or redefine parameters. The steps defining this methodology are briefly described,

indicating how these were applied in developing this research work.

The first step in the research methodology is the Problem identification and motivation, which

translates to defining a specific research problem and why it is essential to its resolution. Usually,

this step comprises a literature review which offers the context of the domain. Regarding this

work, Sections 1.1 and 1.2 provide the context, motivation and the proposed research problem,

which are supported by the literature review performed in Chapter 2. Step two is related to Define

Objectives for a Solution that infers the objectives and requirements for a solution for the research

problem by considering what is possible and feasible. Considering this work, the main objectives

and requirements are presented in Section 1.2. The following step is the Design and Development

of certain artefacts (i.e. models, methods or instantiations), defining its functionality and archi-

tecture, ending up by creating the actual artefact. This work is presented in Chapter 3 providing

the definition of a general Digital Twin architecture and modules for decision support and its im-

plementation, respectively. The fourth step is the Demonstration, where the artefact is applied to

solve one or more scenarios or case studies from the problem, which is defined in Chapter 4. The

fifth step Evaluation is where the artefact is evaluated in how well it supports the solution of the

problem. The evaluation is performed by comparing the expected objectives with the actual results

from the application of the artefact. These last two steps are presented and discussed in Chapter 5,

for which the proposed artefact is demonstrated and evaluated in a case study from an academic

and real-world perspective. Finally, the last step in this research methodology is Communication.

This step is closely related to disseminating the attained results and the transfer of knowledge and

academic results (Peffers et al., 2007). In this case, this is performed by this report and by the
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scientific publications published in conferences and journals throughout the development of the

work.

Although the research methodology is postulated to be performed in sequential order, there

is no obligation to do so. The process can be at any stage and then work backwards to ensure

the rigour applied to the design process (Peffers et al., 2007). The DSR methodology applied to

develop the work proposed in this dissertation implies refining the proposed research questions

and thesis statement throughout the research process.

1.4 Dissertation Organisation

The organisation of this dissertation is described in this subsection. This document is divided into

six chapters, starting with the present chapter that contextualises the research work, including the

research questions and hypothesis, the main objectives and contributions of this dissertation.

Chapter 2, entitled "Related Work", provides a contextualisation and literature review of con-

cepts, technologies and challenges in the development of a Digital Twin-based architecture for

decision support. Considering that the proposed architecture integrates RS an overview of the

state-of-the-art recommendation approaches and the new enablers of RS, as trust, intelligence and

similarity. Characterisation of the cold-start and data sparsity problems will be provided, focusing

on the state-of-the-art approaches that tackle these challenges.

Chapter 3, entitled "SimQL Trust-based Recommendation Model", presents the Digital Twin-

based architecture, describing each layer, focusing more on Simulation Layer, Decision Support

Layer, and Human Trust Layer. Presents the formalisation of the SimQL trust-based recommen-

dation model, focusing on the mitigation strategies based on trust and similarity measures for the

cold-start and data sparsity challenges, and the definition of different recommendation strategies

for the presented recommendation environment.

Chapter 4, entitled "Case Study and Evaluation Measures", describes the proposed case study

of a battery pack assembly line, focusing on the description of the case study and the problem

statement. Lastly, the performance measurement procedure and metrics are defined to validate the

different aspects of the proposed approach.

Chapter 5, entitled "Experimental Validation and Results", presents the preliminary experi-

ments validating each component of the approach, the what-if simulation, the RL algorithm and

the similarity and trust measures, and it also presents the comparison of proposed SimQL trust-

based recommendation model with state-of-the-art approaches. All the experiments are based on

the previously defined case study.

Finally, the dissertation is round-up with Chapter 6, entitled "Conclusions and Future Work",

which describes the significant conclusions reached during the development process and the main

contributions of this thesis aligned them to the research questions and hypothesis presented in

Chapter 1. The chapter is finalised by outlining future research trends and guidelines.



Chapter 2

Related Work

The rise of digitalisation in manufacturing has resulted in a greater reliance on ICT and data gen-

eration within industrial settings. However, the current market demands have placed significant

pressure on manufacturers to respond quickly, making traditional decision-making during produc-

tion processes (e.g., maintenance, logistics and operations) more challenging. To address this,

manufacturers require an advanced and intelligent DSS capable of providing timely and valuable

insights, suggestions, and recommendations based on vast amounts of data or without enough data.

These systems can enable manufacturers to make more informed and timely decisions, reduce

downtime, minimise waste, enhance productivity, and ultimately gain a competitive advantage in

the industry.

In the given context, the Digital Twin concept offers a decision support platform by creating

a virtual replica of a physical system, process or entity, such as a manufacturing environment or

production process. This virtual counterpart allows for real-time monitoring, data analysis, and

simulation, enabling decision-makers to infer valuable insights, which support the decision-maker

by presenting a large amount of data from which value and knowledge should be extracted based

on previous knowledge. By integrating a RS into the Digital Twin, it will be possible to amplify

the benefits of both technologies, providing a more personalised, adaptive and efficient approach

to decision support in dynamic and complex environments. However, one of the major problems

in having a highly dynamic, flexible and complex environment is the lack of historical and initial

data to perform recommendations, also known as the cold-start and data sparsity problem. To mit-

igate this, the integration of an AI-based algorithm as a recommendation algorithm that enables

active learning encouraging decision-maker interaction and feedback, with similarity measures,

which help to identify patterns and similarities between users or items, and trust-based mecha-

nisms, considering user preferences and preferences of trusted users, can be a powerful solution

for mitigating the cold-start problem.

This chapter thoroughly analyses existing literature to establish an up-to-date theoretical back-

ground and supporting concepts and technologies related to the Digital Twin for decision-support

purposes integrated with RS to handle the cold-start and data sparsity problems. This chapter will

cover the following topics:

9
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• Section 2.1: presents an overview of the main aspects of the 4IR paradigm, contextualis-

ing and focusing on the Digital Twin technology. Clarifying the definition, technologies,

application domains and key functionalities of Digital Twin, mainly focusing on decision

support.

• Section 2.2: presents an overview of RS for decision support focusing on the formal descrip-

tion of the recommendation process, the properties and requirements, the state-of-the-art

approaches and the key challenges.

• Section 2.3: discusses the main aspects regarding the cold-start and data sparsity RS chal-

lenges, presenting a bibliometric study assessing, in general, the scientific landscape, and

a characterisation study presenting the approaches that focus on these problems, including

the enabling technologies and application domains.

• Section 2.4: explores the enabling methods identified for handling the cold-start and data

sparsity problems, such as trust, intelligence and similarity.

• Section 2.5: presents the previous sections’ summary highlighting this chapter’s main take-

aways.

2.1 Digital Twin in the Era of 4th Industrial Revolution

The 4IR has significantly changed various industries, including manufacturing, healthcare, energy,

transportation, and construction. The core of 4IR lies in automation, communication, and cyber-

physical integration, enabled by the use of advances ICT, such as IoT, Cloud Computing, Big

Data, CPS, and AI.

2.1.1 Industry 4.0 - the 4th Industrial Revolution

The manufacturing world has been evolving through what has been commonly called “industrial

revolutions”. To this day, four time periods have been identified that can be considered industrial

revolutions, as illustrated in Figure 2.1.

1700 1800 1900 2000

First Industrial
Revolution

The age of
steam

Mechanical
production powered
by water & steam

Second Industrial
Revolution

The age of
electricity

Mass production with
help of electrical
energy

Third Industrial
Revolution

The age of
automation

Automate production
through eletronics and
IT

Fourth Industrial
Revolution

The age of
cyber-physical

systems

Use of CPS, AI, and
IoT promoting a
connected industry

NOW

Figure 2.1: Industrial revolutions throughout time.



2.1 Digital Twin in the Era of 4th Industrial Revolution 11

The first industrial revolution occurred towards the end of the 18th century, integrating me-

chanical production with water and steam. The second industrial revolution started around the

beginning of the 20th century, introducing the conveyor belt and mass production. The third indus-

trial revolution began around the 70s with the rise of electronics, with two significant inventions,

namely Programmable Logic Controllers (PLCs) and robots, transforming existing production into

automated production. Nowadays, the 4IR emerged and uses CPS as the backbone, the confluence

between the physical and virtual parts of a system, and IoT and AI as main digital technologies

(Bloem et al., 2014).

The first time that the 4IR was brought to the world was in 2011, at the Hanover Fair, Germany

(Xu et al., 2018). The German government launched an initiative called Industrie 4.0, with the

sole purpose of driving digital manufacturing forward. According to Kagerman et al. (2013),

Industry 4.0 can be defined as a change in the manufacturing paradigm through a new business

model focusing on product customisation and digitalisation throughout its life cycle by embedding

ICT technologies. Assessing the changes at a higher level between the current manufacturing

environment and an Industry 4.0-based manufacturing environment, the most significant changes

will be the flexibility, modularity, and reconfigurability of the systems to allow the production

of customised individual products, the integration of information end-to-end, and the connection

between the real and virtual worlds.

The integration of systems within the Industry 4.0 paradigm can be divided into three types of

integration:

• Horizontal Integration, which represents the connection, coordination and integration of

Information Technologies (IT) technologies between the overall value chain of a company

(e.g., suppliers, materials, logistics) to transform it into a value network, connecting with

different companies, to increase the efficiency in productivity;

• Vertical Integration, which describes the integration of IT within the hierarchical levels

(e.g., actuator and sensor level, manufacturing level, production management level) of a

value creation module in manufacturing systems through cells, lines and factories, also inte-

grating activities as marketing, sales and technology development, delivering an end-to-end

solution;

• End-to-end Integration, which comprehends the integration throughout the entire product

life cycle throughout the engineering process, integrating the virtual and real-world across

the product value chain and network (Peres et al., 2018; Xu et al., 2018; Stock and Seliger,

2016).

2.1.1.1 Design Principles

The Industry 4.0 paradigm has unique characteristics, represented by six design principles serving

as guidelines for its implementation. The six design principles are Interoperability, Virtualisation,
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Real-time capability, Decentralisation, Service orientation, and Modularity (Hermann et al., 2015;

Habib and Chimsom I., 2019; Ghobakhloo, 2018).

Interoperability allows different systems and devices to communicate and share data through

technologies such as IoT, Internet-of-People (IoP), Internet-of-Everything (IoE), and CPS. Frame-

works like Command, Control, Communications, Intelligence, Surveillance, and Reconnaissance

(C4ISR) (Sowell, 2006), ATHENA (Berre et al., 2007), and European Interoperability Frame-

work (EIF) (Commission, 2017) integrate these systems at four levels: operational, systematic,

technical, and semantic. At each level, specific concepts are defined, guiding principles estab-

lished, and tools integrated to support the technologies. Virtualisation merges the physical system

data with simulated models for optimised processes. Digital Twin technology creates a virtual

replica, modelling, testing and validating throughout its life cycle. Virtualisation offers benefits

such as designing and testing models and prototypes, workforce training, and customer involve-

ment in product design, and has real-time capabilities. Real-time capability is a critical design

principle that involves responsiveness, reliability, fault tolerance, availability, maintainability, and

functional safety. It requires real-time data analysis, decision-making and support, and cyber-

security attack detection. Two frameworks, Intelligent Data Analysis and Real-Time Supervision

(IDARTS) (Peres et al., 2018) and Self-Aware health Monitoring and Bio-inspired coordination for

distributed Automation Systems (SAMBA) (Siafara et al., 2017), can help achieve this capability.

Industry 4.0 technologies are increasing the demand for customisation in manufacturing. Decen-

tralisation allows each system component to work independently and autonomously, making real-

time decisions. This approach is facilitated by quality assurance, traceability, self-regulation, and

intelligent control systems, enabling horizontal and vertical integration of processes and decisions.

Service Orientation is the design principle of offering a system’s functionalities and products as

services. It includes Manufacturing as a Service (MaaS) and Product as a Service (PaaS). MaaS in-

volves collaborative manufacturing through different companies offering manufacturing services,

while PaaS promotes products as services or virtual experiences. Modularity is a key design prin-

ciple that enables easy system reconfiguration, promotes flexibility, and facilitates plug-and-play

capabilities. It allows for agile, adaptable, and flexible manufacturing systems and enables new

modules and systems to be integrated seamlessly without disrupting the initial infrastructure. This

principle is supported by personalised product manufacturing at all levels.

The conjugation of all six design principles represents an Industry 4.0 environment with flex-

ibility, modularity, and interconnection between the different systems and plains (physical and

virtual) through virtualisation, with implementation and data collection and data analysis in real-

time, enabling decision support for increasing the system’s efficiency.

2.1.1.2 Enabling Technologies

In the beginning, Industry 4.0 referred to a set of technologies that enable industrial automation,

such as CPS, IoT, AI, Big Data, and Cloud Computing, among others, which acted as enablers in

implementing the Industry 4.0 paradigm. Since the introduction in 2011 of the strategic initiative
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of the German government Industrie 4.0, Industry 4.0 has evolved significantly, with many new

and promising technologies being developed in the last decade.

A bibliometric study was conducted to identify the latest technologies that facilitate the im-

plementation of the Industry 4.0 paradigm. A well-established bibliometric research methodology

was followed to achieve this, and quantitative techniques were applied to bibliometric data. The

methodology used for bibliometric analysis enables the exploration and analysis of vast amounts

of scientific data, making it possible to identify emerging areas or technologies and evolution-

ary nuances in a particular field (Donthu et al., 2021). Figure 2.2 illustrates the details of this

methodology.

Depending on the scope is
necessary to define the most
important keywords to use
in the study (e.g., Industry
4.0, Industrie 4.0, Fourth

Industrial Revolution)

Step 1: Definition of the
 scope

Defining the main scientific
databases according to the
main research area defined

(e.g., Scopus, Web of
Science, PubMed, IEEE

Xplore)

Defining the timespan (e.g.,
2010-2022) in which the search

is being conducted and the
search fields for the query (e.g.,

keywords, title, abstract)

After all the details being defined
the search is performed and the
dataset is retrieved with all the
metadata and bibliographic

information

Analysis of the retrived datasets
by using appropriate software

(e.g., Excel, VOSviewer,
ASReview, Gephy,

Bibliomterix)

Step 2: Definition of the
 databases

Step 3: Definition of the time-
span and search fields

Step 4: Perform the search
and retrieve dataset

Step 5: Analysis of the
datasets and main results

Figure 2.2: General bibliometric methodology.

The bibliometric methodology is divided into five steps, being Step 1, the definition of the

scope, in this case, it was defined that the scope of the analysis was the Industry 4.0 paradigm, and

the most important keywords were used to construct a query as follows,
TITLE-ABS-KEY("industry 4.0" OR "industrie 4.0" OR "fourth industrial rev-

olution") AND PUBYEAR > 2009 AND PUBYEAR < 2024

In Step 2, where the definition of the databases is conducted, in this study, it was considered

only one database, Scopus, since it is one of the most comprehensive scientific databases with

over 90 million records, including 7000 publishers (Sco, 2023). The timespan and the search

fields are defined in Step 3 to build the query. For this case, it was taken into consideration the

publications made between 2010 and 2023, considering the publications that have the selected

keywords in one of these fields of the publications, "Title", "Abstract" or "Keywords", it was

identified 36.623 publications. The final dataset was limited to publications written in English and

in the final publication stage, resulting in a dataset of 34.470 publications. After this, the dataset

was retrieved (Step 4), and an analysis was conducted, Step 5, using the VOSviewer1 and Excel

software packages. Figure 2.3 presents the author’s keywords co-occurrence network map of the

literature on Industry 4.0, allowing the identification of the enabling technologies associated with

this paradigm.

In this type of network, the nodes’ size indicates the keywords’ frequency, and the links be-

tween two nodes indicate the strength of the co-occurrence between keywords. It is also important

to consider the proximity of the keywords, representing the set of keywords that are mostly used

together. The network is also divided into clusters represented by different colours, in this case,

4 clusters (Red, Yellow, Green, Blue), each denoting distinct thematic areas. The most frequent

1Software used for and visualising bibliometric networks.
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Cluster 1

Cluster 2

Cluster 3

Cluster 4

virtual reality

supply chain mangement

Figure 2.3: Authors keywords co-occurrence network map of the literature on Industry 4.0 (Time-
frame 2010-2023; n= 52066 keywords; threshold of 200 occurrences per keyword, display 45
keywords), with four clusters.

keywords in this dataset are Industry 4.0 related labelled as "4ir", Internet-of-things labelled as

"iot", Cyber-Physical System labelled as "cps", Artificial Intelligence labelled as "ai", Machine

Learning, Digital Twin, Big Data, Cloud Computing, Blockchain, Smart Manufacturing, and Dig-

italisation. According to Rüßmann et al. (2015); Vaidya et al. (2018); Forcina and Falcone (2021);

Moeuf et al. (2018), there are at least nine groups of technologies that were the enablers of Indus-

try 4.0, such as CPS, IoT, Cloud Computing, Big Data, Cyber-Security, Additive Manufacturing

or 3D Printing, Augmented Reality, Robotics, and Simulation. Several of these pillars of techno-

logical advancement can be identified in the authors’ keywords network. Additionally, emerging

technologies like Blockchain, Edge Computing, Virtual Reality, 5G, and Digital Twin have been

added along the way. The Digital Twin technology, in this group of keywords, can be found in

Cluster 3 (Blue Cluster), which can be labelled as a "3D and Simulation" cluster, being composed

of keywords as additive manufacturing, 3d printing, augmented reality, digital twin, simulation,

virtual reality, optimisation, robotics, automation. Although it was not initially defined as an en-

abler technology, the Digital Twin technology is becoming a key enabler for implementing an

Industry 4.0 environment (Corallo et al., 2021; Madni et al., 2019; Pang et al., 2021; Leng et al.,

2021; Tao et al., 2019a).
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2.1.2 Digital Twin - The Key Enabler Technology

Digital Twin has become a crucial element of smart manufacturing through the Industry 4.0

paradigm, with attention from academia and industry alike (VanDerHorn and Mahadevan, 2021).

The results from the bibliometric study on Industry 4.0 identified that the Digital Twin is a key

and evolving technology. Based on this, a new bibliometric search was performed in Scopus,

considering the time frame of 2010 to 2023 on the topic "Digital Twin" occurring in the title, ab-

stract or keyword of a publication (TITLE-ABS-KEY("digital twin") AND PUBYEAR

> 2009 AND PUBYEAR < 2024), having been identified as a total of 17.500 publications.

The final dataset includes only English-written and final-stage publications, resulting in 16.068

publications. In order to assess the evolution of the concept in terms of research, a graph was

created based on the results, including the number of publications throughout time and the type

of publication (e.g., conference paper, article, others). Figure 2.4 presents the results regarding

the number of scientific publications about the Digital Twin publications within the specified time

frame.

Figure 2.4: Number of publications about the Digital Twin by publication type.

From 2010 until the end of 2023, there has been a significant exponential growth in the num-

ber of publications about Digital Twin. After 2015, Digital Twin publications gained more promi-

nence, with a surge in conference and journal papers. The ’Others’ category comprises publica-

tions classified as reviews, short surveys, books, book chapters, editorials, erratum, letters, data

papers, and notes. The number of these publications is less expressive than the conference and

journal publication numbers. By evaluating the evolution in the number of journal publications

concerning the Digital Twin topic, it is possible to infer that the topic has matured in terms of

research being conducted since it is expected that journal publications are the result of more estab-

lished research. The rise of Industry 4.0 and the emphasis on the connection between physical and
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virtual spaces has driven the growing academic interest in Digital Twin technology. This technol-

ogy enables cyber-physical integration, which bridges the physical and virtual worlds, enabling

smart production and manufacturing associated with Industry 4.0.

First introduced in a presentation on Product Life-cycle Management (PLM) in 2002 by Michael

Grieves, the Digital Twin concept consisted of a real space, a virtual space and a link for data

flow between the two spaces, similar to the concept of predictive control established in the 80s

(Grieves and Vickers, 2017; Peterka, 1984). In 2011, National Aeronautics and Space Admin-

istration (NASA) adopted the Digital Twin concept to integrate a high-fidelity simulation model

with the health management system and historical data of aircraft for improved safety and relia-

bility (Glaessgen and Stargel, 2012). With the emergence of Industry 4.0 technologies like, e.g.,

IoT, AI, Big Data and Cloud Computing, the Digital Twin concept has rapidly evolved, especially

in the manufacturing industry (Madni et al., 2019). According to Lee et al. (2013), incorporat-

ing these emerging technologies into manufacturing systems is essential to enhance efficiency and

productivity, with Digital Twin technologies playing a crucial role in the industry’s future. One

of the earliest industrial applications of Digital Twin in manufacturing was optimising shop-floor

production (Tao and Zhang, 2017).

Understanding the definition and evolution of the Digital Twin is crucial since this is a key

enabler of technology for smart manufacturing. The definition of Digital Twin has evolved from

static to dynamic, reflecting this technology’s growing understanding and development. Table 2.1

reflects some of the different definitions of Digital Twin in the literature throughout time.

Originally, "Digital Twin" referred to creating a virtual replica of an aircraft’s structure in

the aerospace industry (Shafto et al., 2010; Tuegel et al., 2011; Gockel et al., 2012). However,

the concept was later adopted by Lee et al. (2013) to the predictive health management industry

outside the aerospace field. Since the definition of Industry 4.0 in 2015, the term "Digital Twin"

has expanded to include replicating products, systems, and processes (Rosen et al., 2015; Grieves

and Vickers, 2017). Initially, the virtual replica was only focused on simulation, however, with

the growing implementation of the IoT, it evolved into the integration of physical and virtual

systems and the use of real-time data for monitoring and optimisation since 2017 (Boschert and

Rosen, 2016; Stark et al., 2017; Negri et al., 2017). The definition of Digital Twin has since

further developed to encompass a virtual model of a physical asset or system that can be used

for simulation, optimisation, monitoring, and decision support. This integration involves real-

time data and advanced technologies such as AI, Big Data, IoT, and Machine Learning (ML)

(Liu et al., 2018; Macchi et al., 2018; Tao et al., 2019b; Pires et al., 2019; Rasheed et al., 2020;

Botín-Sanabria et al., 2022). According to the Digital Twin Consortium, a Digital Twin is "a

virtual representation of real-world entities and processes, synchronised at a specific frequency

and fidelity" (DTc, 2020). This definition is also reinforced by the 23247 ISO standards (ISO

23247, 2021).

This evolution has led to a paradigm shift in manufacturing, enabling predictive maintenance,

performance optimisation, and enhanced decision-support. The modern definition of a Digital

Twin in manufacturing encompasses a holistic and interconnected ecosystem, fostering unprece-
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Table 2.1: Definitions of Digital Twin.

Reference Definition Digital Twin

Shafto et al. (2010) “an integrated multi-physics, multi-scale, probabilistic simulation of a vehicle or system
that uses the best available physical models, sensor updates, fleet history, etc., to mirror
the life of its flying twin. It is ultra-realistic and may consider one or more important
and interdependent vehicle systems”

Tuegel et al. (2011) "is ultrarealistic in geometric detail, including manufacturing anomalies, and in ma-
terial detail, including the statistical microstructure level, specific to this aircraft tail
number."

Gockel et al. (2012) “ultra-realistic, cradle-to-grave computer model of an aircraft structure that is used to
assess the aircraft’s ability to meet mission requirements”

Lee et al. (2013) “the coupled model of the real machine that operates in the cloud platform and simu-
lates the health condition with an integrated knowledge from both data driven analytical
algorithms as well as other available physical knowledge”

Rosen et al. (2015) “Very realistic models of the process current state and its behavior in interaction with
the environment in the real world”

Grieves and Vickers
(2017)

“a set of virtual information constructs that fully describes a potential or actual phys-
ical manufactured product from the micro atomic level to the macro geometrical level.
At its optimum, any information that could be obtained from inspecting a physical man-
ufactured product can be obtained from its Digital Twin.”

Negri et al. (2017) "as the virtual and computerized counterpart of a physical system that can be used to
simulate it for various purposes, exploiting a real-time synchronization of the sensed
data coming from the field; such a synchronization is possible thanks to the enabling
technologies of Industry 4.0"

Liu et al. (2018) "a living model of the physical asset or system, which continually adapts to operational
changes based on the collected online data and information, and can forecast the future
of the corresponding physical counterpart."

Pires et al. (2019) "as the digital copy of a physical object or system, that is connected and shares func-
tional and/or operational data. The real-time and historical data will be used for as-
sessment of the conditions of the physical asset, to perform optimisation and prediction
through the use of machine learning algorithms and simulation techniques."

Rasheed et al. (2020) "a virtual representation of a physical asset enabled through data and simulators for
real-time prediction, optimization, monitoring, controlling, and improved decision mak-
ing"

Botín-Sanabria et al.
(2022)

"is a virtual representation of a physical object or process capable of collecting infor-
mation from the real environment to represent, validate and simulate the physical twin’s
present and future behavior"

dented levels of efficiency, adaptability, and innovation, playing a crucial role in shaping the future

of smart manufacturing.

Based on the definitions proposed in the literature, a conceptual architecture was designed to

understand the definition and functionality of the Digital Twin concept (Parrott and Lane, 2017).

Figure 2.5 comprises the proposed conceptual architecture with a six-phase approach that includes

phases as Modelling, Communication, Aggregation, Analysis, Knowledge, and Actuation.

The Digital Twin concept involves two worlds: the physical world and the virtual world. The

Modelling phase implements IoT sensing technologies to create the virtual model (e.g., 3D model,

equation, simulation model) of the physical asset and its environment. Followed by the Communi-

cation phase, in which are established the communication protocols (e.g., Modbus, Open Platform

Communications Unified Architecture (OPC-UA)) for sending information to the virtual model

in the virtual world. The transferred data can be executed at three speeds: near real-time, real-
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Figure 2.5: Conceptual architecture for Digital Twin (Based on Parrott and Lane (2017)).

time, or faster, depending on the application of the Digital Twin. After collecting data from the

physical world, it enters the integration phase known as Aggregation. This phase consists of three

steps: aggregation, integration, and storage. The processed data is then saved into a repository

(e.g., SQLite or MongoDB), and the virtual model is updated accordingly based on the collected

data. Following this phase is the Analysis phase, where the stored data is used to perform data

monitoring and analysis to enable simulations and predictions. Based on the results obtained in

the previous phase, valuable knowledge and insights can be extracted in the next phase, known as

the Knowledge phase. This knowledge can diagnose problems, optimise processes, and provide

recommendations. In the Actuation phase, this knowledge is transmitted to the physical asset,

which can use actuators and controllers to implement the recommended feedback. Ideally, the

ultimate Digital Twin implementation does not require human intervention, but this requires the

human already has much confidence in the system. Therefore, in this last phase, one of the main

functionalities of the Digital Twin is to provide decision support (Parrott and Lane, 2017).

Digital Twins provide multiple advantages, as highlighted in several studies (Mashaly, 2021;

Rasheed et al., 2020; Oracle, 2017). One of the key benefits is the ability to perform Real-time

Monitoring, Control and Data Acquisition, where continuous updates between physical and digi-

tal systems enable dynamic monitoring of changes. This facilitates informed decision-making and

remote system control. The emphasis on Business Continuity through Remote Access underscores

the system’s accessibility, fostering collaboration among team members and enabling autonomy

for enhanced productivity. Additionally, Increased Efficiency is achieved through rigorous sce-

nario testing, offering a platform to optimise solutions, increase autonomy levels, and perform

tasks remotely. The integration of AI and ML enables Predictive Maintenance and Optimised

Scheduling, leveraging real-time data analysis to predict machine states and schedule maintenance
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effectively.

Furthermore, Enhanced Risk Assessment is accomplished by conducting virtual scenario test-

ing without impacting the physical system, contributing to proactive risk management. Lastly,

the Digital Twin plays a key role in Supporting Decision-Making, providing a unified platform

for real-time analytics and data-driven decision-making, ultimately enhancing organisational ef-

ficiency (Mashaly, 2021; Rasheed et al., 2020; VanDerHorn and Mahadevan, 2021). Deploying

Digital Twins offers a range of benefits described above that promise to transform industries by

improving operations, minimising risks and enabling data-driven decisions.

Based on the dataset attained earlier from the bibliometric search on the Digital Twin topic

(with 16.068 publications), an analysis of the co-occurrence network generated using author key-

words can provide a comprehensive understanding of the landscape surrounding the Digital Twin.

The VOSviewer co-occurrence network of the author keywords is illustrated in Figure 2.6.

Cluster 3

Cluster 6

Cluster 2

Cluster 1

Cluster 4

Cluster 5

smart grid

structural health monitoring

reinforcement learning

automation

mixed reality

additive manufacturing

big data

Figure 2.6: Author keywords co-occurrence network map of the literature on Digital Twin (Time-
frame 2010-2023; n= 27.847 keywords; threshold of 70 occurrences per keyword, display 50
keywords), with six clusters.

Within the network are presented six distinct clusters that represent a variety of technologies,

application domains, and functionalities. In Cluster 4 (Yellow), the Digital Twin concept holds the

central position concerning all the clusters, being the most common term, considering the authors’

keywords, in the publications dataset. This particular cluster is focused on the main functionalities
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of the Digital Twin technology, which encompasses optimisation, monitoring, modelling, simu-

lation, and decision support. One of the most prominent application domains for Digital Twin

technology is currently within the manufacturing industry (smart manufacturing, smart factory,

and manufacturing). Upon more profound analysis of the network, it becomes clear that the tech-

nology is inherently linked to several other key concepts, including 4IR, CPS, simulation, IoT,

AI, and ML. These keywords represent the most significant connections to the Digital Twin con-

cept. While manufacturing remains the primary application domain, other areas, such as predictive

maintenance, smart city, smart grid, and healthcare, are also experiencing growth.

The main purpose of the Digital Twin of a manufacturing system is to facilitate the decision-

making process and to enable decision automation through simulation (Kunath and Winkler,

2018). Considering the research problem identified in the previous chapter, which aims to en-

hance the effectiveness of decision-making, the central objective of this project is to develop and

implement decision-support capabilities within the Digital Twin system. This will enable decision-

makers to make informed and accurate decisions based on data-driven and simulation insights.

2.1.3 Decision Support using Digital Twin

The Digital Twin technology is one of the new technologies supporting digital transformation

and enabling decision support. Once the Digital Twin is fully integrated with the manufactur-

ing system, it is a central tool for decision support (Kunath and Winkler, 2018; VanDerHorn and

Mahadevan, 2021). The Digital Twin for decision support can be employed following three ap-

proaches: diagnosis, monitoring, and prognosis. The main functionality to be explored during this

work is the decision support based on Digital Twin.

Although it is a well-known and straightforward term "decision support" is always very loosely

defined, depending on the context. Without any question "decision support" is a part of the

decision-making processes. In which a decision is defined as a choice of one among several

alternatives, and the decision-making refers to the whole process of making the choice. The term

"decision support" includes the word support, which translates to the action of supporting peo-

ple in making decisions, concerning mainly human decision-making. Inside the decision support

concept lies the general discipline of DSS, defined as interactive computer-based systems with

the main purpose of helping decision-makers use data and models to identify and solve problems

and make decisions. The DSS comprises various types of information systems for supporting

decision-making, such as executive information systems, executive support systems, geographic

information systems, experts systems, and RS (Bohanec and Institute, 2001; Liang, 2008).

The role of the DSS has evolved from simply aiding decision-makers with analysis to provid-

ing automated intelligent decision support (Liang, 2008). The DSS can be differentiated between

passive, active and cooperative. The passive DSS can support the decision-making process but

cannot make decisions, suggestions or solutions. The active DSS can generate decision sugges-

tions or solutions. Lastly, the cooperative DSS enables the decision-maker to refine the decision

recommendation provided by the system before sending it back to the system. The system will

improve and refine the suggestions to the decision-maker, sending it back (Felsberger et al., 2016;
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Chaplin et al., 2020). A DSS is necessary for predicting the advantages and disadvantages of dif-

ferent solutions and performing recommendations for the best solution concerning the local and

global objectives.

The new dynamic landscape of the 4IR manufacturing requires the performance of informed

decisions accurately and in real-time. The complex nature associated with 4IR manufacturing

environments of process efficiency, resource allocation, quality assurance, and risk management

demands an advanced decision support approach beyond traditional methods. The Digital Twin

offers a good solution for decision support in 4IR manufacturing since it is the virtual represen-

tation of the real-world manufacturing system constantly evolving based on real-time physical

system changes. The real-time synchronisation and data collection empower the decision-makers

with knowledge and insights about the system, enabling the monitoring, analysis, prediction and

simulation of various aspects of the physical system.

A bibliometric study was performed to understand how the theme of decision support is evolv-

ing within the Digital Twin, following the previously established methodology (see Figure 2.2).

The search was performed in Scopus from 2010 to 2023 with the following query:

TITLE-ABS-KEY{("digital twin") AND (("decision support" OR "decision-

support") OR ("decision-making" OR "decision making"))} AND PUBYEAR

> 2009 AND PUBYEAR < 2024

It identified 1.773 publications, resulting in a dataset with 1.630 to be analysed after only

considering English-written publications and in the final publication phase. Figure 2.7 illustrates

the evolution of the number of publications.

Figure 2.7: Number of publications of Digital Twin and decision support.

The number of publications that mention the two topics has grown in the last few years, rep-

resenting a growing interest in applying Digital Twin to implement decision support strategies or

offer optimised decision-making. Recurring to the VOSviewer, it is possible to assess how the de-

cision support is linked to the Digital Twin, the research trends, and the main application domains

of the two concepts. Figure 2.8 presents the author’s keywords co-occurrence network.
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Figure 2.8: Author keywords co-occurrence network map of the publications on Digital Twin
and decision support (Time-frame 2010-2023; n=3880 keywords; threshold of 10 occurrences per
keyword, display 42 keywords), with five clusters.

The author’s keywords co-occurrence network was divided into five clusters according to the

parameters established in the VOSviewer. It was possible to identify, in Cluster 1 (Red), that

the ’digital twin’ and ’decision support’ are frequently used together, presenting a strong link

between them. Although the concepts do not belong to the same cluster’digital twin’ and ’decision-

making’ also present a strong link. These strong links can indicate that decision support is a

key theme for the Digital Twin technology. The integration of DSS with a Digital Twin enables

several capabilities, such as monitoring based on real-time data, data-driven and simulation-driven

insights, knowledge-based decision support, and predictive capabilities. The confluence of these

capabilities results in several advantages, such as increased efficiency, reduced downtime, and

improved productivity.

2.2 Recommendation Systems for Decision Support

In the field of decision support, RS contributes to the aiding of decision-makers in selecting rele-

vant options based on their preferences, serving as an intelligent DSS (Malik et al., 2020; Isinkaye

et al., 2015).
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2.2.1 Formalisation Recommendation Process

A RS can be defined as information filtering and decision support technology that utilises user

preferences, behaviour, and item data to provide personalised recommendations. The main goal

of this type of system is to help users discover items, products, services, scenarios, or content that

are likely to be of interest to them in complex information environments (Isinkaye et al., 2015).

The RS evolved as an independent research field in the mid-70s, but it was not only until the mid-

90s that the first approaches started to appear (Sharma and Singh, 2016; Pires et al., 2023). The

recent increase in the proliferation of RS technology has revealed its power in enhancing system

performance (Roy and Dutta, 2022; Gupta and Dave, 2020; Liang, 2008).

The formal definition of the functioning of the recommendation process is presented next,

considering that there are two classes of entities that should be referred to as users (u) and items

(i). The RS includes the set of all users (U,u ∈U), the set of all possible items (I, i ∈ I) that can

be recommended, such as books, movies, gadgets, or simulation scenarios, and a utility function

(F) that measures the usefulness of a specific item i ∈ I to user u ∈U , i.e., F : U× I→ S, where S

is an order set of recommendations. For an RS, the utility of an item can be defined as the rating,

which indicates how a user liked a particular item. The RS will determine for each user u ∈U the

item i ∈ I that maximises the user’s utility according to Equation 2.1 (Sharma and Mann, 2013;

Patel and Patel, 2020).

∀u ∈U, iu = arg maxi∈IF(u, i) (2.1)

Generally, the rating follows a scale, for example, on a scale from 1 to 5, an item rated with 5

by a user means it is highly liked/preferred, while 1 rating means dislike/unpreferred. An RS can

perform the recommendation following two strategies, one when it recommends the items with

the highest estimated rating or provides a list with the top-N items (Sharma and Mann, 2013; Patel

and Patel, 2020). Figure 2.9 illustrates the general model of the recommendation process.

Users Recommendation
System

Request

Recommendation

Set of Items

may choose  interact with through feedback

Preference
Extracter

Implict Feedback

Explicit Feedback

Hybrid Feedback

Figure 2.9: Model of the general recommendation process.

The model of the recommendation process in Figure 2.9 is a general model that can be applied
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to a broad range of recommendation activities. The user can request recommendations, or the sys-

tem can suggest recommendations without any request. The user of the system can also interact

with the system by providing feedback on their preferences, or the system can require them to

do this. Based on the user preferences, the RS can assemble a new set of item recommendations

according to the established preferences. The recommendation aids the user in selecting the most

appropriate items from the set of items (Sharma and Mann, 2013). In general, an RS collects

information from the users, which can be explicit by collecting users’ ratings or implicit by mon-

itoring the users’ behaviour (e.g., songs heard, websites visited, books read) to get information

on the users’ preferences for a set of items (e.g., movies, songs, book, websites). The foundation

of the RS relies on three types of inputs such as explicit feedback, implicit feedback, and hybrid

feedback. The explicit feedback comprises the users’ explicit input regarding their preference or

interest in the recommendation provided. This input type provides reliability and transparency to

the recommendation, promoting accuracy. The implicit feedback is inferred indirectly by observ-

ing user behaviour. This type of input requires less effort on the user side but is less accurate.

Lastly, hybrid feedback encompasses the combination of explicit and implicit feedback, using the

implicit feedback to validate the explicit feedback or providing users with the possibility of giving

feedback (Chakraborty et al., 2021; Isinkaye et al., 2015). The RS may use different sources of

information to perform the predictions and recommend the items, attempting to balance character-

istics such as accuracy, novelty, dispersity, and stability (Bobadilla et al., 2013). The application

of RS enables several advantages, such as the performance of recommendations based on the

actual user behaviour, based on which the user can make a decision, the personalisation of the rec-

ommendations, and the real-time capability. Regarding disadvantages, there is no stop condition

when comprehensive information is available, and it is challenging to perform recommendations

for changing data and user preferences (Aamir and Bhusry, 2015).

2.2.2 Properties and Requirements for Designing Recommendation Systems

The RS falls in the category of a cooperative DSS, which enables the decision-maker to refine the

decision recommendations provided by the system (Felsberger et al., 2016). The properties of a RS

are the main characteristics a system should have to provide recommendations effectively. Based

on Ricci et al. (2015), there is a set of properties that are commonly used by the decision-makers

to decide which recommendation approach to select. There are several key properties associated

with the RS, such as:

• User preference or Relevance, is an essential part of any RS since the system should be

aligned with the user’s preferences and be able to perform recommendations (Aamir and

Bhusry, 2015; Shani and Gunawardana, 2011).

• Prediction Accuracy, this property is directly correlated with the decision-maker’s choice of

using the RS, since these prefer a system capable of generating more accurate recommen-

dations (Aamir and Bhusry, 2015; Menk Dos Santos, 2018).
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• Coverage, it measures the capability of a system to perform recommendations in terms of

the proportion of available items to all potential decision-makers. Usually, a system with

low coverage offers a limited decision field to the decision-makers (Weng, 2008; Shani and

Gunawardana, 2011; Menk Dos Santos, 2018).

• Confidence, this property is related to the system’s trust in its recommendations or pre-

dictions, for which the system will assign confidence scores to the items. This score can

affect the decision-makers’ acceptance of the recommendation. The confidence in the pre-

dicted property is directly correlated with the amount of data present in the system (Menk

Dos Santos, 2018; Shani and Gunawardana, 2011; Aamir and Bhusry, 2015).

• Trust, this property differs from the trust in the confidence property. In this case, trust

refers to the decision-maker’s trust in the system recommendation, which can increase or

decrease depending on the recommendations provided by the system. For example, if the

system recommends items the decision-maker likes, although the decision-maker gains no

new information, it increases his trust in the system (Shani and Gunawardana, 2011; Aamir

and Bhusry, 2015; Menk Dos Santos, 2018).

• Novelty and Serendipity, these two properties are very close in definition. The system can

have Novelty in the sense that it can provide novel recommendations, which are recommen-

dations of items similar to the ones already recommended but that the decision-maker did

not know about and could not have found himself. In the case of Serendipity, is the capa-

bility of the system to provide surprising recommendations to the decision-maker (Weng,

2008; Shani and Gunawardana, 2011; Aamir and Bhusry, 2015; Menk Dos Santos, 2018).

• Diversity, this property can be defined as the capability of the system to generate distinct

recommendations to the ones already provided to the decision-maker. This property can

directly affect user satisfaction and other properties, such as accuracy (Shani and Gunawar-

dana, 2011; Menk Dos Santos, 2018).

• Utility, it can be defined as the value that either the system or the decision-maker can gain

from a generated recommendation, which is highly dependent on the main goal (e.g., more

revenue, decrease downtime) of the system for the primary owner (Shani and Gunawardana,

2011; Menk Dos Santos, 2018).

• Risk and Privacy, this property is associated with a potential risk that the recommendation

provided by the system can have, which can influence the decision-maker’s final decision.

The privacy property is mainly related to the availability of the preferences and information

of the decision-maker used by the RS, which can not be available for a third party (Shani

and Gunawardana, 2011; Menk Dos Santos, 2018).

• Robustness, in the field of RS, this property can be viewed in three perspectives, one related

to the capability of the system to handle fake information, to remain stable, and still be able
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to provide appropriate recommendations to the decision-maker, another related with the sta-

bility of the system under extreme conditions (e.g., a large number of requests), and another

related with the infrastructure of the system (e.g., software and hardware specifications)

(Shani and Gunawardana, 2011; Menk Dos Santos, 2018).

• Scalability, the RS should be scalable, capable of handling large amounts of decision-

makers data, items, and interactions. With the increase of this information, the system

should be able to maintain the performance (Shani and Gunawardana, 2011; Menk Dos San-

tos, 2018).

Additionally, for the development of a RS, it is necessary to consider the following require-

ments (Bobadilla et al., 2013): the data available in the dataset (e.g., ratings, user information,

features and content of items, social relationships), the filtering algorithm (e.g., demographic,

content-based, collaborative, social-based, context-aware, trust-based, and hybrid), the model cho-

sen (e.g., memory-based or model-based), the techniques that can be employed (e.g., probabilistic,

neural networks, genetic algorithms, fuzzy models, among others), the objective of the recommen-

dation (e.g., predictions of ratings or Top-N recommendations), being also important to consider

the sparsity level of the database and the desired scalability, the performance of the system, and

the desired quality of the results (e.g., novelty, coverage, and precision). The design of the RS

depends highly on the domain to be applied and the main goals of the RS.

2.2.3 Recommendation Approaches for Decision Support

A RS to perform any kind of recommendation is based on approaches that can be used to determine

which items might most align with the user preferences and needs. Figure 2.10 illustrates the

classification of the recommendation approaches.

Recommendation approaches can be classified into two major groups, the traditional and the

social RS. Traditional RS assumes that users are independent and identically distributed, ignor-

ing any social interactions or connections among them, basing the recommendation and pre-

diction solely on the rating data. This encompasses methods like Collaborative Filtering (CF),

Content-Based Filtering (CBF), Hybrid-Based Filtering (HBF), Demographic Filtering (DF), and

Knowledge-Based Approach (KBA), which often rely on explicit ratings or preferences to gener-

ate personalised recommendations. In the case of the social RS, which first appeared in 1997, it

leverages measurable social relationships or networks, combining rating data, trust data and social

information to perform recommendations. Considering the traditional RS, there are at least three

main approaches: CF, CBF, and HBF. Figure 2.11 illustrates the recommendation procedure for

each approach.

The CF approach, introduced in the 1990s, remains a popular traditional approach for recom-

mendation (Goldberg et al., 1992). This domain-independent strategy is based on the assumption

that users with similar interests in one area are likely to have similar preferences in other areas as

well, allowing for personalised recommendations to be generated by identifying similarities be-

tween users or items based on their rating patterns (Sharma and Singh, 2016; Isinkaye et al., 2015).
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Figure 2.10: Classification of recommendation approaches.
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Figure 2.11: Functioning of traditional recommendation approaches.

There are two main categories of CF: Memory-Based CF and Model-Based CF. Memory-Based

CF uses the entire rating matrix to generate recommendations based on user or item similarities. In

contrast, Model-Based CF relies on a mathematical model to predict user ratings. Memory-Based

CF employs similarity measures such as Pearson Correlation Coefficient (PCC), Cosine Similarity

(COS), and user correlation to generate recommendations that are tailored to each user’s interests

and preferences (Patel and Patel, 2020; Malik et al., 2020; Pires et al., 2023).

The memory-based CF model can be divided further into User-Based CF and Item-Based

CF. The User-Based CF is the model that identifies the users that have similar preferences to the

target/active user2, and the items that were recommended and preferred by the similar users are

again recommended to the active user. The recommendation is based on the assumption that users

with similar preferences will also prefer similar items. In the case of the Item-Based CF model,

2Active/Target user refers to the user currently using the recommendation systems.
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they are identified as similar to the ones the active user has already liked. The recommendation

is performed under the premise that if the user liked an item in the past, it is likely that they will

like similar items. The model-based CF is a learning technique based on mathematical models

to learn patterns that use user-item matrix information. This approach builds predictive models

that can be generalised from the data available and perform recommendations (Patel and Patel,

2020; Malik et al., 2020; Pires et al., 2023). Apart from this classification, the CF approach

can also be divided into two disciplines: neighbourhood approach and latent factor models. The

neighbourhood approach focuses on using the relationships between items or, in the alternative,

between users. In the item-oriented approach, a user’s preference towards an item is determined

based on the rating of similar items by the same user. The latent factor models transform items

and users to the same latent factor space, making them directly comparable (Koren, 2008).

The CBF approach first appeared in 1992 as a domain-dependent recommendation technique

and is one of the most basic recommendation models, having been mostly used in early RS (Malik

et al., 2020). The method used by CBF to perform recommendations is based on the features or

attributes of the items, recommending to the users items that are similar to the ones that the user

already evaluated in the past, considering the description of the item and the profile of the user

preferences (Sharma and Singh, 2016). The CBF follows two strategies to recommend items to

users: the classifier-based and neighbour methods (Weng, 2008). The classifier-based method uses

a classifier that decides if the item should be recommended or not, depending on its content. In

the second strategy, the items the user has rated are stored, and the constructed network of items is

used to uncover the user’s interest in a new item (Portugal et al., 2018). Most of the algorithms that

are used in this approach are text mining, semantic analysis, Term Frequency-Inverse Document

Frequency (TF-IDF), Neural Networks (NN), Naive Bayes, and Support Vector Machine (SVM)

(Malik et al., 2020; Isinkaye et al., 2015).

The HBF approach was proposed as an approach to overcome the limitations of the CF and

CBF in terms of scalability and sparsity and improve the recommendation performance of the RS.

This approach relies on the premise that to perform recommendations, the system’s base combines

two or more approaches to attain better performance (Sharma and Singh, 2016). The HBF can be

implemented in various forms, e.g., implementing collaborative and content-based methods in-

dependently and aggregating their predictions, integrating characteristics from a CBF model into

a CF model, and building a new consolidated model that incorporates aspects of both CBF and

CF (Thorat et al., 2015). In addition to combining traditional recommendation approaches, re-

cently, data mining and ML techniques have been used to build HBF systems, namely NN, Fuzzy

Logic, Singular Value Decomposition (SVD), Bayesian techniques, and Reinforcement Learning

(RL) (Çano and Morisio, 2017; Lin et al., 2021; Urdaneta-Ponte et al., 2021). The combination,

e.g., with RL, presents several advantages, namely, the recommendation strategies can be updated

during interactions, the long-term cumulative reward from the users’ feedback is maximised, the

exploration and exploitation of recommendations are balanced, and the continuous learning ca-

pability allows the update of the recommendations according to the changes of the user interests

(Lin et al., 2021). The combination of approaches can be performed by different hybridisation
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techniques that can be divided into seven types such as weighted hybridisation, switching hybridi-

sation, cascaded hybridisation, mixed hybridisation, feature combination, feature augmentation,

and meta-level (Malik et al., 2020; Isinkaye et al., 2015).

Apart from the three main traditional approaches, others have evolved from these, such as KBA

and DF. The KBA RS, also known as expert-based RS, is a domain-specific approach that uses ex-

plicit or domain knowledge from the users to produce personalised recommendations. These sys-

tems are known for incorporating human knowledge, rules, or ontologies to provide recommenda-

tions. Usually, to perform recommendations, knowledge-based recommenders employ three types

of knowledge: knowledge about the users, knowledge about the items, and the matching between

items and users. The fact that this approach uses domain knowledge to perform recommenda-

tions means that this approach does not suffer from ram-up/cold-start and rating sparsity problems

(Tarus et al., 2018; Burke, 2013; Adomavicius and Tuzhilin, 2005). The DF uses the user’s at-

tributes (e.g., age, gender, area code, education, employment) to make recommendations based

on the demographic classes. This system considers the common or similar personal attributes be-

tween users to infer that these are likely to have preferences for similar items (Tarus et al., 2018;

Weng, 2008).

These social relationships can be trust relations, friendship, memberships, or following rela-

tions (Tang et al., 2013; Ma et al., 2008). Based on the social networks, there are three types of

social RS, Explicit-based, Model-based, and Memory-based. Explicit-based methods are based

on explicit user connections, for example, on social media. The memory-based social RS uses

memory-based CF models, oriented to the user as their basic models. In the case of social RS,

these follow two steps: first, they obtain the correlated users for the decision-maker and the sec-

ond step, the ratings are aggregated from the correlated users to obtain missing ratings. The

model-based social RS chooses the model-based CF methods as their basic models. Most of the

existing social RS in this category are based on matrix factorisation, being the basic idea behind

these methods is that user preferences or ratings are similar to or influenced by the users from

whom they are socially connected.

Regarding the most successful social RS approach, the Trust-Based Recommendation (TBR)

approach can be defined as a collaborative system using the trust concept as a quantifier for user

relationships (Ma et al., 2009; Massa and Avesani, 2007; O’Donovan and Smyth, 2005). Consid-

ering the decision-making process, trust has become one key factor, especially in highly dynamic

and decentralised environments (Selmi et al., 2016). A general trust definition is the belief and

commitment of a person towards a recommended action that in the future will lead to a good out-

come (Golbeck and Hendler, 2006). The trust concept has evolved throughout time, and it can be

divided into two categories, namely context-specific interpersonal trust, which is the user trust in

another user regarding a specific situation, and system-impersonal trust, which describes the user

trust over the system itself (Abdul-Raham and Hailes, 1998). This approach performs recommen-

dations by incorporating trust-related information, considering the trustworthiness and reliability

of users, items and other entities involved. The trust information can be extracted from social

trust networks created by users to generate individual recommendations (Victor et al., 2011; Pires
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et al., 2023). Using trust in recommendation approaches can promote the development of new user

relationships, increase connectivity, and alleviate challenges such as data sparsity and cold-start

(Isinkaye et al., 2015).

Table 2.2 summarises the advantages and disadvantages of the described RS approaches, pro-

viding a comparative analysis between all the presented approaches.

Table 2.2: Advantages and disadvantages of each recommendation approach.

Approach Advantages Disadvantages

Tr
ad

iti
on

al

Collaborative
Filtering

Very easy to implement and understand Highly dependent on user ratings
New data added easily Suffers from new-user and new-item cold-

start problem
High quality recommendation in social
networks

Poor performance for sparse data

Independent from the item content Limited scalability for large datasets
No over-specialisation problem Limited recommendation diversity
Domain-independent approach Prone to shilling attacks

Content-
Based
Filtering

User independence Harder to have feedback from the users
Transparency on recommendation expla-
nation

Overspecialisation problem

Good at recommending new items Difficult to generate attributes for items
No dependency on historical user-items in-
teractions

Suffers from new-user cold-start

Recommendation quality increases over
time, and user usage

knowledge of the field is often necessary

Hybrid-Based
Filtering

Mitigates limitations of CF and CBF Costly implementation
Better prediction performance Increased implementation complexity
Combines strengths of different ap-
proaches

Difficult to provide a recommendation ex-
planation

Provides diverse and balanced recommen-
dations

Hard to compare recommendation ap-
proaches

Demographic
Filtering

Personalisation based on user demograph-
ics

Security and privacy of the user data

Provides targeted recommendations for
user

General and low-quality recommendations

No historical data and simple to implement Low adaptability to user changes

Knowledge-
Based
Approach

Does not have a ramp-up problem Complex knowledge engineering
User independent Recommendation performance is static
Sensitive to preference changes Limited scalability and adaptability to new

domains

So
ci

al Trust-Based
Recommenda-
tion

Alleviation of data sparsity and cold-start Limited for the new item cold-start prob-
lem

Increase recommendation coverage and
predictive accuracy based on the number of
users

Accuracy can decrease depending on the
number of connections to the source user

The CF approach presents several advantages, such as being a domain-independent technique

that enables the filtering of any item only based on the historical information about a given user

preference (Kim et al., 2010). This approach works very well for recommendation environments

with large amounts of data. Another key advantage is that recommendations are only based on the

user rating. The memory-based CF makes the RS easy to manage due to the ease of adding new
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data incrementally. In the case of the model-based CF, the main advantage is the improvement of

the prediction performance (Thorat et al., 2015). Despite the popularity of this kind of technique,

it presents limitations regarding data sparsity and, cold-start problems and scalability, requiring

considerable computational power to make recommendations for big datasets (Thorat et al., 2015;

Çano and Morisio, 2017).

The CBF approach presents some advantages relative to the CF approach, such as the ability to

make recommendations even with no available ratings, to adjust the recommendations shortly after

the change of the user’s preferences, and to provide explanations on how the recommendations

were generated (Isinkaye et al., 2015; Thorat et al., 2015). This approach does not suffer from new

items cold-start since the recommendations are performed based on the items’ descriptions and

not on their user ratings. On the other hand, this technique requires a detailed description of item

features, and it has difficulties performing recommendations when the users vary their preferences

quickly. This technique often suffers from the new user cold-start problem since it is challenging to

perform the first recommendations accurately. The CBF approach restricts the recommendations

since the approach promotes content over specialisation, focusing the recommendations on the

preferred content (Thorat et al., 2015).

The combination of two recommendation approaches, in the HBF approach, enables the im-

provement of the recommendation process’s accuracy and efficiency by overcoming the combined

techniques’ problems such as cold-start, over specialisation and data sparsity (Thorat et al., 2015).

Despite the advantages of combining the different approaches, comparing the recommended tech-

niques is complex, the complexity of implementation increases, and the recommendation expla-

nation is problematic.

In the case of the DF approach, this enables the generation of personalised and targeted rec-

ommendations based on the decision-maker demographics, and it does not require historical data

being very simple to implement. The fact that requires personal information (e.g., age, gender,

income, education) about the user to perform recommendations increases the security and privacy

risks (Nawara and Kashef, 2020). Although the generated recommendations are personalised, they

can also be general and of low quality since the approach has low adaptability to user changes

(Weng, 2008).

One of the main advantages of the KBA over other approaches is that it does not suffer from

the ramp-up problem (i.e., cold-start and data sparsity problems) since it does not depend on user

ratings. This approach is user-independent, as it does not require gathering information about

any particular user since the recommendations are based on the requirements established by the

decision-maker. However, it requires extracting knowledge by implementing complex engineering

methods, which can be time-consuming (Burke, 2013). The performance of the recommendations

is static, not providing a dynamic exploration of other possibilities (Sharma and Singh, 2016). The

characteristic of the approach being based on the decision-maker’s preferences makes the system

sensitive to preference change. However, it makes the system prone to have limited scalability and

adaptability to other domains.

Regarding the TBR approaches, the combination of similarity and trust between users im-
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proves the recommendation accuracy (Isinkaye et al., 2015) and coverage, which means that the

system will consider the entire items list in the recommendation process (Jamali and Ester, 2009).

This can alleviate the data sparsity and cold-start problems presented in the CF techniques. For

example, in (O’Donovan and Smyth, 2005), trust information is incorporated into the recommen-

dation process, demonstrating a positive impact on the recommendation quality. However, TBR

is limited by the definition of a social trust network between users and for the new item cold-start

problem. The trust between users is also a limitation, decreasing the accuracy depending on the

number of connections of the source user used for the trust calculation. There are also several open

research challenges involving the trust theme, such as the alleviation of the trust-based cold-start

problem, visualisation of the trust-enhanced RS, theoretical foundations for trust-based research,

and introduction of distrust in the recommendation process (Victor et al., 2011). The comparison

of the state-of-the-art RS approaches for decision support presents several challenges that require

further attention in the future. Challenges such as data sparsity, cold-start problems, scalability,

reliance on user information, the definition of trust, and the assessment measure used are several

research challenges that still affect recommendation approaches.

2.2.4 Key Challenges of Recommendation Systems

Although the RS are widely used to provide personalised recommendations in various fields (e.g.,

e-commerce, health, and entertainment), these still present significant challenges. The general

challenges associated with the traditional and social RS approaches are as follows,

• Cold-start problem: This problem is one of the most common research problems in the RS

field, and it relates to the lack of insufficient information, metadata and ratings available and

the RS not performing optimally, not being able to perform reliable recommendations. Some

authors consider that this problem can be divided into three types, New Community/System,

New Item, and New User (Bobadilla et al., 2013; Tey et al., 2021), and some authors only

consider the division of the problem in two types New Item and New User (Fayyaz et al.,

2020; Papagelis et al., 2005; Sharma and Singh, 2016). The new community category refers

to the moment when a new system is launched, and the items and users present do not have

historical data from which it is possible to perform reliable recommendations (Bobadilla

et al., 2013; Tey et al., 2021). The new item type refers to introducing new items into the RS

from which there is relevant content information. However, there is no rating information,

making them unlikely to be recommended. Lastly, the new user problem considers the

scenario where new users are introduced to the RS and which do not have information about

interactions and rating history, not being possible to generate personalised recommendations

(Fayyaz et al., 2020; Papagelis et al., 2005; Sharma and Singh, 2016).

• Data Sparsity: This problem is the second most common challenge in the RS area, being

responsible for the cold-start problem. Considering that most of the datasets used for rec-

ommendation are based on a large number of users and items, it is challenging to ensure

that the users rate enough items to guarantee the identification of their preferences (Fayyaz
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et al., 2020; Thorat et al., 2015). This results in a sparse dataset, which means that a dataset

presents insufficient data for identifying similar users or items, negatively impacting the

quality of the recommendations. This problem is more prevalent in RS that rely on peer

feedback to provide recommendations (Çano and Morisio, 2017).

• Scalability: The amount of data being used as input for RS is growing quickly as more

users and items are added to the RS, and large-scale applications are developed. To keep

the users engaged, the RS needs to respond interactively in less than a second. The main

challenge is to design efficient learning algorithms that can handle small and large-scale

datasets (Xin, 2015; Çano and Morisio, 2017). These problems have increased significantly

with the availability of large amounts of information, leading to computation difficulties by

the filtering algorithms (Fayyaz et al., 2020).

• Diversity: This problem can be defined as the ability of the system to perform recommen-

dations based on overlapping items instead of differences, exposing the user to a narrow

selection of items and overlooking other good possible items. This is a two-sided prob-

lem because the accuracy will decrease if the model focuses strictly on enhancing diversity.

This can be evaluated by two measures such as surprisal, the ability of the RS to generate

unpredictable results and personalisation, which is the uniqueness of the different users’

recommendation lists (Fayyaz et al., 2020). This issue is important as it helps to avoid

popularity bias (Çano and Morisio, 2017).

• Privacy: This issue in RS relates to user data’s collection, storage, and use in generating per-

sonalised recommendations. The provided data may contain sensitive information that the

users may want to keep private. The privacy mechanisms can be separated into interactive,

which refers to allowing users to query about the data and receive data, and non-interactive,

in which a polished version of the data can be published and used for the following opera-

tions (Xin, 2015).

• Shilling Attacks: This problem, in general, can be defined as malicious entities attempting

to manipulate the recommendation algorithms by entering fake or biased data. This can be

achieved by "profile injection" attacks, which influence the behaviour of the RS by injecting

fake profiles into the system to induce fake ratings on items (Guo et al., 2019). Two types

of attacks can be inflicted on an RS: the push attack and the nuke attack. The push attack

is responsible for increasing the popularity of an item. In the case of the nuke attack, this is

responsible for decreasing the popularity of an item (Sharma and Singh, 2016; Chirita et al.,

2005).

• Accuracy: This challenge is related to the capability of the RS to accurately predict and

recommend relevant items to the users based on their feedback and preferences. The main

goal of RS is to provide recommendations that are aligned with the users’ preferences,

requiring the ability to accurately recommend items, which is not always possible due to

various factors, including data sparsity, cold-start, data quality, and scalability. With the
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improvement of the accuracy of the RS, it is possible to improve the precision, recall, and

relevance of recommendations, leading to higher user satisfaction and engagement (Çano

and Morisio, 2017; Fayyaz et al., 2020).

• Structured recommendations: This challenge relates to the capability of an RS to, instead

of predicting individual items, predict preference for sets of items. This includes two chal-

lenges: the number of possible sets grows exponentially with the group size. Unlike individ-

ual items, selecting the right score function for sets (Xin, 2015) is unclear. This challenge

arises due to the need to incorporate additional constraints and consider complex item rela-

tionships.

• Trust: This challenge relates to the problem of establishing and maintaining trust between

the users and the RS, involving the users’ perceptions, beliefs, confidence, reliability, fair-

ness, and credibility of the recommendations provided by the system. Some factors can

influence trust in the system, such as the transparency and explainability of the algorithms,

the trust of the other users of the system considering their reputation and credibility, and

social factors (Sorde and Deshmukh, 2015; O’Donovan and Smyth, 2005).

These challenges underscore the complexity of developing a RS that offers valuable, trustwor-

thy, and personalised recommendations while addressing data, privacy, diversity, and decision-

maker trust issues. Developing recommendation approaches to address these challenges is critical

for the success of the RS. Two of the main challenges in any environment and field of applica-

tion of the RS are the cold-start and data sparsity problems (Guo, 2012; Fletcher, 2017; Nanthini

and Pradeep Mohan Kumar, 2023). In the manufacturing domain, the emergence of cold-start

(e.g., the system encounters new items, new users, or new interactions without sufficient historical

data to make accurate recommendations) and data sparsity (e.g., the available information about

user preferences, product characteristics, or historical interactions is insufficient) poses significant

challenges for decision support.

2.3 Cold-Start and Data Sparsity Problems

Improving the effectiveness and versatility of RSs requires overcoming the previously referred

challenges, particularly cold-start and data sparsity problems. The cold-start problem arises when

new users or items with no interaction history are introduced, making it challenging for traditional

recommendation algorithms to provide relevant suggestions. Addressing these challenges is crit-

ical to ensure that RS can adapt to users’ evolving preferences and content. Additionally, data

sparsity is a prevalent problem, especially in domains with limited user-item interactions. Finding

effective ways to handle sparse data is essential to maintain the system’s ability to provide accu-

rate and diverse recommendations despite limited feedback. Both challenges underline the need

for innovative approaches. In order to address these challenges, it is essential to understand the

current scientific landscape and the approaches used thus far.
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2.3.1 Bibliometric Study of the Cold-Start and Data Sparsity Problems

The performance of a bibliometric study, in general, enables the exploration and analysis of large

volumes of scientific data. Enabling the identification of possible research trends, journal per-

formance, collaboration patterns, and identification of more relevant articles of a scientific field.

Since the cold-start and data sparsity challenges are fundamental limitations of RS, a bibliometric

study can help in the identification of the most relevant and influential publications in the field,

as well as the most promising approaches and techniques for addressing these challenges. It can

also provide insights into the evolution throughout time and of the research trends and their impact

on the development of RS. By analysing the existing literature, it will be possible to understand

the current state-of-the-art better, identify gaps in the knowledge, and propose new research direc-

tions. The bibliometric study follows the methodology established in Figure 2.2, and the following

search query:
TITLE-ABS-KEY((("cold-start" OR "cold start") AND ("data sparsity" OR

"spars*") AND ("recommendation system" OR "recommender system")) AND

PUBYEAR > 1999 AND PUBYEAR < 2024)

Based on the performed query in Scopus, 1.430 publications were identified, supposedly fo-

cusing their research on the cold-start and data sparsity problems for RS. Considering only the

English-written publications and those in the final publication stage, the final dataset has 1.352

publications. In Figure 2.12 is illustrated the evolution of publication types and numbers over the

timespan specified in the search query based on this dataset of 1.352 documents.

Figure 2.12: Number of publications of the cold-start and data sparsity problems within recom-
mendation systems by publication type.

The number of publications on the topic became more prominent after 2009, showing a higher

number regarding conference papers, which was only surpassed in 2021 by journal publications.

This can have two possible justifications, the first being a direct consequence of the COVID-19
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pandemic since this led to a shift in the publication strategies of most research groups, and the

second is directly linked to the increase of the maturity of the research to be carried out on these

topics. Since 2018, the number of publications on these challenges has stabilised. However, in

the last year, the number of publications significantly increased, demonstrating that the interest in

mitigating these problems is still relevant for the research community.

In order to assess the patterns, trends and relationships within the research domain of the cold-

start and data sparsity challenges, an author keywords co-occurrence network was generated in the

VOSviewer software and presented in Figure 2.13.

transfer learning

latent factor models

random walk

e-learning

Cluster 2

Cluster 3
Cluster 1

Cluster 4

Figure 2.13: Authors keywords co-occurrence network of the literature on cold-start and data
sparsity problems in RS (Time-frame 2000-2023; n= 2044 keywords; threshold of 10 occurrences
per keyword, display 47 keywords), with four clusters.

In this co-occurrence network, it was possible to identify four clusters, and the main topics

identified were RS, CF, ’cold-start’, and ’data sparsity’. This makes sense because these topics

are the main challenges of the RS field, and one of the main approaches used is CF. In Cluster 1

(Red) are presented the main research topics Cold-Start and Data Sparsity, since these are com-

monly approached together since they are dependent on each other. Alongside these challenges,

there is also another recurring problem in RS, which is ’scalability’, are also presented two of the

proposed RS approaches to mitigate these challenges, the ’HBF’ and the ’CBF’. This cluster also

presents the most used mitigation techniques, the ’similarity measures’ and ’machine learning’,
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and presents one of the major application domains of RS the ’e-commerce’. In Cluster 2 (Green)

are presented mitigation techniques more related to the ’social RS’, including ’trust’, and ’social

networks’. Cluster 3 (Blue) represents the group of keywords showing a trend of implementing

AI-based algorithms within the RS as ’deep learning’, ’Convolutional Neural Networks (CNN)’,

’autoencoder’, ’Graph Convolutional Networks (GCN)’, and ’multi-task learning’. This cluster

also has two growing recommendation approaches: cross-domain and knowledge graph. Despite

being one of the most widely used approaches, CF is ineffective in environments with frequent

entry of new users and high levels of data sparsity. In this network are also presented algorithms,

methods and frameworks that can be used in this field as ’k-means’, ’SVD’, ’Context-Aware (CA)’,

’data mining’, and ’ontology’. There are noticeable patterns in the network as the application

of AI-based algorithms, the use of similarity measures and trust relations/metrics to mitigate the

cold-start and data sparsity challenges.

2.3.2 Approaches to Handle Cold-Start and Data Sparsity

Based on a high-level assessment of the dataset of 1.352 publications retrieved from the Scopus

database, it was possible to identify several approaches to mitigate the cold-start and data sparsity

challenges.

All the literature reviews, surveys, and overviews (70 publications), since the focus was to

find experimental approaches proposed to the cold-start and data sparsity, so these publications

were removed from the initial dataset. The initial timespan was shortened to have the more recent

state-of-the-art, keeping only the years from 2013 to 2023 (94 publications). In order to assess

the most mature research and approaches in the state-of-the-art, the journal papers were selected,

resulting in 548 publications to analyse. In order to narrow down the search even further, publi-

cations with the terms "cold-start" or/and "data sparsity" in the title and keywords were selected,

proceeding later to the validation of the abstract and the document in full, this last step was per-

formed to ensure that the papers selected focus on the two topics at hand. It is important to note

that the publications selected during the bibliometric analysis do not distinguish the articles that

only mention the topic from those that address it. Table 2.3 presents the identified approaches

within the dataset, and others considered baseline methods that mitigate one or two of these chal-

lenges. (Symbol Caption: if the challenge is addressed arises a , if the enabling method is used

to mitigate the challenge arises a4, lastly to identify the application domain is used a ./).

It is assumed that in this dataset, most publications are proposals and validation of approaches

to mitigate these challenges. Considering the selection criteria and the entire reading of the doc-

uments, 32 articles were selected to determine the current state-of-the-art in cold-start and data

sparsity challenges. Most documents focus on the cold-start problem, and only 9 focus on the two

problems simultaneously. Although they mention in the abstract that they will address both prob-

lems, they only present results for one of them in the experimental part. The general classification

of the approaches that are mostly used for the mitigation of these challenges is HBF and TBR,

followed by CF, and recently emerging is the CA.
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Table 2.3: Characterisation of recommendation approaches focusing on mitigating cold-start and
data sparsity challenges.
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Massa and Avesani (2007) TBR MoleTrust 4 ./

Ma et al. (2008) CF SoRec 4 ./

Ahn (2008) CF – 4 ./

Koren (2008) CF SVD++ 4 ./

Jamali and Ester (2009) TBR TrustWalker 4 4 ./

Ma et al. (2009) TBR RSTE 4 ./

Jamali and Ester (2010) TBR SocialMF 4 ./ ./

Ma et al. (2011) TBR SoReg 4 4 ./

Zhang et al. (2013) CF – 4 ./ ./

Marung et al. (2014) HBF – 4 ./

Hwang and Jun (2014) HBF – 4 ./

Guo et al. (2014a) TBR Merge 4 4 ./ ./

Zhang et al. (2014) HBF BiFu 4 4 ./

Liu et al. (2014) CF NHSM 4 ./ ./

Guo et al. (2015) TBR TrustSVD 4 4 ./ ./

Ji and Shen (2015) HBF TKR 4 ./

Zhang et al. (2015) HBF DualDS 4 ./

Moradi et al. (2015) CF DGCTARS 4 4 4 ./

Barjasteh et al. (2016) HBF DecRec 4 ./

Chen et al. (2017) HBF GeoMF 4 4 ./

Yang et al. (2017) TBR TrustMF 4 ./

Yang et al. (2017) TBR TrustPMF 4 ./

Sun et al. (2018) HBF MFUIpT 4 ./

Mohamed et al. (2019) HBF – 4 4 ./

Zhou et al. (2019) CF Inverse_CF_Rec 4 ./

Rupasingha and Paik
(2019)

TBR – 4 4 4 ./

Zhang et al. (2020) CF CRCF 4 ./

Natarajan et al. (2020) CF RS-LOD 4 ./

Gharahighehi et al. (2022) HBF PULCO 4 ./

Sejwal and Abulaish (2022) HBF RecTEC 4 ./

Panteli and Boutsinas
(2023)

HBF – 4 ./

Rodpysh et al. (2023) CA CSSVD 4 4 ./

The cold-start problem has been addressed in the literature employing different mitigation

strategies as a new heuristic similarity measure, Proximity-Impact-Popularity (PIP) (Ahn, 2008),

an improved PIP measure as Proximity-Significance-Singularity (PSS) (Liu et al., 2014); a random

walk method combining trust-based and item-based recommendations, conjugating the ratings and

the similarity between items using PCC (Jamali and Ester, 2009); using social networks among

users based on trust propagation in the matrix factorisation approach (Jamali and Ester, 2010);

using supervised learning algorithms as random forest regression, random forest classification
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and elastic net (Hwang and Jun, 2014); employing bi-clustering and fusion techniques along with

user/item similarity (PCC similarity measure) (Zhang et al., 2014); incorporating both explicit and

implicit influence of trusted users on the SVD++ algorithm (Guo et al., 2015); integrate content-

based information about users and items into a neighbourhood approach (Ji and Shen, 2015);

exploring the correlations between users and items through a dual regularisation (Zhang et al.,

2015); using decoupling mechanisms exploiting similarity information among user/items (COS)

(Barjasteh et al., 2016); fusing ratings and trust data into a matrix factorisation model, and a

probabilistic interpretation to determine truster/trustee, and accurately infer interest patterns of

users (Yang et al., 2017); a deep network model extracting and fusing information from different

sources (Sun et al., 2018); an intelligent method comprising opposite users and possible friends

using PCC similarity measure to determine these (Zhou et al., 2019); using semantic features of

items or users from the linked open data using a similarity measure (Natarajan et al., 2020); use

a two step positive unlabelled learning method, using semi-supervised learning and a multi-target

regressor (Gharahighehi et al., 2022); using user rating data, topic embedding, and contextual

information and integrating them into a user-based CF approach using user similarity measures

(COS) (Sejwal and Abulaish, 2022); and applying an approach of both clustering and association

rule mining, extracting discriminant frequent patterns (Panteli and Boutsinas, 2023).

The mitigation of the data sparsity problem has also been addressed in the literature by em-

ploying social RS based on a social network graph with probabilistic matrix factorisation speci-

fying how much a user trusts another user (Ma et al., 2008); consider trust relationships in social

networks for recommending based on the preferences and tastes of the trusted friends (Ma et al.,

2009); incorporate user’s social network information as a regularisation term to constrain the ma-

trix factorisation using also the knowledge from the similarities between the users, being used

the Vector Space Similarity (VSS) and the PCC (Ma et al., 2011); using AI-based algorithms to

perform recommendation based a memetic algorithm with visual clustering method based on ge-

netic algorithm (Marung et al., 2014); and using a ontology-based clustering which uses domain

specificity and service similarity, and bases its recommendation on the trust value between users

calculated using the PCC (Rupasingha and Paik, 2019).

The conjugation of the two problems has some representation in the state-of-the-art, proposing

mitigation measures as trust networks (Massa and Avesani, 2007); introduce techniques based on

AI such as, SVD++ (Koren, 2008); combining social networks (preference and tagging relation-

ships) with CF by applying similarity measures, as the PCC for preference and rating similarity

(Zhang et al., 2013); incorporate social trust information with CF by merging ratings of trusted

and similar neighbours of an active user, combining three parts the trust value, the rating similar-

ity (using PCC), and the social similarity (Jaccard Index), and adding rating confidence through

user similarity (Confidence-aware PCC) (Guo et al., 2014a); combining CF with similarity values

(PCC similarity measure for users and items) and trust statements (implicit trust), and a novel

graph clustering algorithm (Moradi et al., 2015); incorporate geographical information by design-

ing a neighbourhood clustering method, with two similarity neighbourhood regularisation terms

using PCC as a similarity measure (Chen et al., 2017); merging explicit and implicit data through
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similarity measures (COS), clustering techniques and association rules (Mohamed et al., 2019);

a novel neighbourhood reduction before computing the similarity (PCC) and prediction by re-

moving redundant elements (Zhang et al., 2020); and combine similarity measures of user-item

(Item-Features PCC (IFPCC) and Demographic PCC (DPCC)) with SVD and contextual informa-

tion through a similarity criterion (Context-based Performance (CWP)) (Rodpysh et al., 2023).

In terms of the experimental validation, all approaches were evaluated offline (i.e., the as-

sessment of the performance of the approach recurring to existing datasets without real-time user

interaction) using different datasets available online (e.g., Epinons, FilmTrust, Douban, CiaoDVD,

MovieLens, Yahoo, Flixter, and Yelp), most of the approaches uses at least one dataset. However,

some approaches are validated in multiple datasets from the same domain or other domains. The

domain that is most commonly used in the validation process is Entertainment, which includes

movies, music, or book recommendations, followed by the E-commerce, which includes the rec-

ommendation of products, brands or product reviews, an emerging domain is Service recommen-

dations, more specific web-services. A less explored domain in the performance of recommen-

dations is the Manufacturing domain, representing a good future research domain. Most of the

approaches uses as evaluations metrics the Mean Absolute Error (MAE), Root Mean Square Error

(RMSE), Precision, Recall, F-Measure, and Coverage.

The identified methods applied to mitigate the cold-start problem are mostly related to the

use or improvement of similarity measures used alone or complemented by the integration of AI-

based algorithms. Most approaches identified in handling data sparsity use techniques based on

social networks with trust relationships, including similarity measures and intelligent algorithms as

complements. The initial approaches to handling cold-start and data sparsity challenges simulta-

neously started with more straightforward methods, focusing on a single enabling method such as

trust, similarity or intelligence. The proposed approaches are currently more complex, combining

two or three methods to attain better results. In the analysed approaches, specific authors, includ-

ing Moradi et al. (2015) and Rupasingha and Paik (2019), advocate for a comprehensive strategy

that combines three enabling methods (Moradi et al., 2015; Rupasingha and Paik, 2019). These

approaches combine trust, similarity, and intelligence to tackle the cold-start problem and data

sparsity in RS. Trust-based mechanisms can leverage information from user social trust networks

to enhance recommendation accuracy, while similarity measures can identify patterns and relation-

ships within sparse data. Furthermore, incorporating intelligence through advanced AI-algorithms

allows valuable insights to be extracted from user interactions and feedback. The synergy of these

techniques enables RS to mitigate the challenges associated with the cold-start problem and data

sparsity, resulting in more robust and efficient systems.

The presented approaches are evaluated against baseline approaches (e.g., userCF, itemCF,

MoleTrust, SoRec, SVD++, TrustWalker, RSTE, SocialMF, SoReg, TrustSVD, TrustMF), being

able to conclude by the performance results that the combination of several methods enables more

efficient RS. Therefore, it was possible to identify a gap in this field of research, which presents

several unexplored possibilities of a combination of different approaches inside of the general

enabling methods (i.e., trust, similarity and intelligence) that can surpass the existing approaches.
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2.4 Enabling Methods for Cold-Start and Data Sparsity

RS requires addressing the challenges of cold-start and data sparsity to provide personalised and

accurate recommendations. As discussed in the previous section, researchers have explored var-

ious methods to overcome these challenges, including trust, similarity, and intelligence. As the

field continues to evolve, integrating trust, similarity, and intelligence remains a promising area

for further research. This section will delve into each of these methods in detail.

In the world of RS, tackling the challenges of the cold-start and data sparsity problems has

become crucial for providing accurate and personalised user recommendations. Researchers have

explored various methods to overcome these challenges, such as trust, similarity, and intelligence.

Trust-based mechanisms help enhance recommendations’ accuracy by leveraging the relationships

and preferences established among users. Employing similarity measures, such as PCC, COS or

PIP, helps recognise patterns and relationships within sparse data. Additionally, integrating intel-

ligence, often through advanced AI-based algorithms, empowers RS to extract valuable insights

from user interactions and incorporate explicit and implicit feedback. Combining these enabler

methods can mitigate the cold-start problem and address the inherent sparsity in data, resulting in

more robust and efficient RS. As the field advances, the fusion of trust, similarity, and intelligence

continues to represent a promising avenue for further innovation in RS research. In this section,

each one of the enablers’ methods is going to be explored.

2.4.1 Trust in Recommendation Systems

In the dynamic landscape of RS, trust plays a pivotal role in shaping user experiences and enhanc-

ing the accuracy of personalised recommendations. Trust is a fundamental element that bridges

the gap between users and the vast array of available items, inducing a sense of reliability and

confidence in the recommendation process. By incorporating trust mechanisms into the classical

RS, users can identify their individual preferences, evaluate the reliability and credibility of the

information provided by other users or the RS itself, and it has the potential to improve the overall

performance of the RS (Gupta and Nagpal, 2015). This introduction sets the stage for an explo-

ration of the trust concept in RS, delving into its definitions, the importance it holds for users and

systems alike, and the diverse models and approaches that leverage trust to navigate challenges

such as the cold-start problem and data sparsity.

Trust has become a key enabling method in decision-making, especially in highly dynamic

and decentralised environments with uncertain data (Selmi et al., 2016). Trust within RS helps to

deal with the challenges as cold-start decision-makers and data sparsity (Jamali and Ester, 2009;

Guo, 2012; Jha et al., 2023). There are several problems when using trust: it is a general and

complex concept, it has different meanings for each person, it is context and time-dependent, and

it lacks coherence among researchers (Jha et al., 2023).
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2.4.1.1 Trust Definitions

According to the Oxford Reference Dictionary, trust is defined as "the firm belief in the reliability

or truth or strength of an entity". In the RS context, the definition of this concept started around

the year 2000 with Abdul-Rahman and Hailes (2000) proposing the use of direct trust, which

represented the direct trust relationship (e.g., trustworthy, untrustworthy) between two agents (i.e.,

users). In 2004, Massa and Avesani (2004) proposed a new concept involving the web of trust

(i.e., the representation of trusted users about ratings and opinions on items), represented through

a trust network of users and trust statements. O’Donovan and Smyth (2005) described trust as a

partner’s reliability in providing accurate recommendations in the past. The work from Golbeck

and Hendler (2006) takes advantage of explicit trust ratings based on the premise that "trust in

a person is a commitment to an action based on a belief that the future actions of that person

will lead to a good outcome". There more recent trust definitions more related to belief, faith and

correlation between preference Yuan et al. (2010), for example, considers trust as a "measure of

willingness to believe in a user based on its competence and behaviour within a specific context at

a given time". Victor et al. (2011) proposed that the recommendations performed by TBR systems

are based on trust networks based on the following trust definition, being "the local belief of one

user in the usefulness of recommendations provided by another user". One definition adopted in

the field of RS is the one proposed by Guo (2013), where "trust is defined as one’s belief towards

the ability of others in providing valuable ratings". Lastly, the authors of Gupta and Nagpal (2015)

defined trust as "one’s faith towards others in providing accurate recommendations".

According to Josang et al. (2007), there are two common definitions for the trust concept

entitled reliability trust and decision trust. In the case of the reliability trust, this is defined as

"the subjective probability by which an individual (A) expects that another individual (B) perform

a given action on which its welfare depends". The decision trust defines trust as a wider view of

the concept, where the "trust is the extent to which one party is willing to depend on something

or somebody in a given situation with the feeling of security, even though negative consequences

are possible". It was also possible to classify trust as explicit trust and implicit trust. Explicit

trust denotes the trust values explicitly indicated by users, while implicit trust is the trust value

inferred from some evidence, such as feature similarity of users or email exchange among two

users. Explicit trust can also be divided into two types direct trust and indirect trust. Direct trust

is the trust value explicitly indicated by users. In the case of indirect trust, this is inferred from

direct trust using transitivity of trust (Jamali and Ester, 2009; Gupta and Nagpal, 2015).

The trust concept can be approached from two perspectives: a context-specific interpersonal

trust and system and impersonal trust. Context-specific interpersonal trust relates to the relation-

ships between decision-makers, where a decision-maker has to trust another relating to one specific

situation but not necessarily to another. In the case of the system and impersonal trust, this de-

scribes the decision-makers trust in a RS (O’Donovan and Smyth, 2005). The trust relationships

can be divided into two types, objective and subjective. The objective trust can be calculated based

on the similarity of opinion of the decision-makers, including rating or preference similarity. The
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subjective trust is determined based on familiarity among the decision makers (Josang et al., 2007;

Guo et al., 2019).

2.4.1.2 Trust Properties

The characterisation of the trust concept involves the definition of its properties. The following

properties are derived from a study that identified the trust properties in the context of social

networks, which can also be used in the field of computation (Golbeck, 2005):

• Asymmetry: trust is asymmetric, meaning that trust may not be identical in both directions

in a two-person relationship. For example, user A may trust user B, but the inverse may not

be valid (Golbeck, 2005; Golbeck and Hendler, 2006; Guo et al., 2014b; Selmi et al., 2016).

• Dynamic: trust value can increase or decrease with new experiences. In the case of a good

experience of user A with user B, the trust value will increase (Golbeck, 2005; Guo et al.,

2014b).

• Context Specific: trust is a concept closely related to one person’s opinion about a specific

area. For example, user A trusts user B in chemistry but does not trust user B in AI (Golbeck,

2005; Guo et al., 2014b; Selmi et al., 2016).

• Propagation: the trust value can be derived from the trust of a set of users. If user A trusts

user B, and user B trusts user C, user A will have some trust in user C (Golbeck, 2005;

Victor et al., 2011).

• Aggregation: the trust value can be calculated by combining the trust scores of different

paths between users (Golbeck, 2005; Victor et al., 2011).

• Transitivity: trust can be transitive, meaning that it can pass to outside a specific domain,

or non-transitive, it does not allow the trust to go outside the set domain (Golbeck, 2005;

Golbeck and Hendler, 2006; Yuan et al., 2010; Guo et al., 2014b; Selmi et al., 2016).

Defining a new trust model involves considering the trust properties and the criteria such as

Trust Relationship, Trust Note, Trust Value, Trust Properties, and Trust Measure. For defining a

trust model, there is at least one type of trust relationship, which can be classified as Local, Global

or Collective. The Local relationships are determined based on the decision maker’s ratings or

preferences to infer the relationship with the other users of the system. In Global relationships,

reputation is the base of the decision-maker relationships. Lastly, in the Collective relationships,

the decision-maker considers the opinion of third-party users about other users to form relation-

ships. The trust note criteria verify the trust between two users, determining if it is Explicit or

Implicit. In the case of Explicit trust, this is directly established by the users, and the Implicit trust

can be inferred based on the users’ history. In terms of the trust value, this can assume two classi-

fications, Binary (e.g., 0 or 1) or a Gradual number (e.g., any real value in [0, 1]) belonging to a
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continuous interval. Considering the criteria of trust properties, this is related to three main prop-

erties analysed in the models, such as Propagation, Aggregation and Contextualisation. The trust

Propagation can be obtained by predicting the trust value between two users in a trust network

path. The trust Aggregation value is obtained by combining several trust scores from different

paths. Finally, the trust Contextualisation is the trust value between the users, which is strongly

related to the context (e.g., health, industry). Lastly, the trust measure parameter identifies the base

measure used to predict the trust scores (e.g., similarity, distance) (Haydar, 2014).

2.4.1.3 Trust Metrics

One of the main challenges when employing trust is determining its value, for this are used trust

metrics, in which the main goal is to predict, given a particular user, trust in unknown users based

on the complete trust network. These metrics can be divided into two categories: local and global.

The local trust metrics consider the users’ personal and subjective views and predict different trust

values for every user. In the case of global trust metrics, it predicts a global value that approximates

how the community perceives a particular user. Regarding computational power, local trust metrics

are more expensive since they have to perform calculations for every user in the network.

In contrast, the global metrics are computed once for all the community (Massa and Avesani,

2004, 2009). Several authors developed trust metrics that propose calculating trust, mainly based

on the knowledge that users whose ratings are close to or similar to each other tend to be trust-

worthy. The authors of Papagelis et al. (2005) based its trust metric on the similarity measure

computed by PCC presented in Equation 2.12, where PCC(u,v) is the similarity between users u

and v, and trust is assigned as similarity, i.e., Trustu,v = PCC(u,v). Another similarity approach to

trust is the definition of a threshold of similarity proposed by Yuan et al. (2010), which accounts

for the similarity value and the number of co-rated items; if these pass the threshold, the user is

trustworthy.

Other authors like (Elisa et al., 2009) and (Guo et al., 2013) also propose a trust metric based

on PCC. Lathia et al. (2008) proposed a trust metric based on users who provide ratings apart from

the ones who do not provide opinions. Trust is defined as the average of provided values over all

the rated items according to the following Equation 2.2.

Trustu,v =
1
|Iu,v| ∑

i∈Iu,v

(1−
|ru,i− rv,i|

rmax
) (2.2)

where |Iu,v|3 is the set of items commonly rated by users u and v, ru,i and rv,i are the ratings given

by user u and user v to item i, and rmax is the maximum rating scale predefined by a RS. Other

authors, such as Hwang and Chen (2007), propose a trust metric based on Resnick’s prediction

based on averaging the prediction error on co-rated items, Shambour and Lu (2012) adopted the

same strategy and compute trust based on the Mean Square Distance (MSD). The O’Donovan

and Smyth (2005) propose two kinds of trust based on the notion of correctness, profile-level and

3|Iu,v| refers to the cardinality of a set, the number of elements in a mathematical set.
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item-level trust, and Pitsilis and Marshall (2004) adopted a subjective logic to derive trust based

on uncertainty and disbelief.

The authors Chen et al. (2021) propose a trust metric (Equation 2.3) based on the social trust

network to alleviate the data sparsity problem and to improve the recommendation accuracy, cal-

culating trust between users that considers direct trust Dtrustu,v and indirect trust Itrustu,v.

Trustu,v =


Dtrustu,v,Dtrustu,v 6= 0,

Itrustu,v,Dtrustu,v = 0, Itrustu,v 6= 0,

0,Dtrustu,v = 0, Itrustu,v = 0

(2.3)

where the direct trust is calculated based on trust weight, and the indirect trust is calculated based

on trust transfer mechanisms between users. Other authors that define the trust calculation based

on direct and indirect trust are Xiao (2009) and Zhang et al. (2018).

Selecting the right trust metric for a recommendation engine involves careful consideration of

several factors. These include the specific context in which the engine will operate, the system’s

unique characteristics, its users’ behaviour, and the goals that the engine is designed to achieve

(Pal et al., 2021). Each element is critical in determining the most appropriate trust metric.

In RS, the cold-start and data sparsity, as explored in the previous sections, are challenges that

can affect the system’s accuracy. However, it is possible to address these two problems by im-

plementing trust mechanisms. These mechanisms can leverage information from trusted sources,

incorporate trust information about the user or item, and serve as auxiliary information for sys-

tems without explicit user-item interactions. The embedded trust propagation property enables the

extraction of knowledge based on the propagation of trust through the social network. Lastly, by

applying these mechanisms, it is possible to incorporate qualitative data about users and their rela-

tionships (Guo et al., 2014b; Gupta and Dave, 2020; Sheibani et al., 2023). Several authors propose

applications for alleviating and mitigating cold-start and data sparsity (Massa and Avesani, 2007;

Ma et al., 2008; Jamali and Ester, 2009; Ma et al., 2009; Jamali and Ester, 2010; Ma et al., 2011;

Guo et al., 2014b, 2015; Moradi et al., 2015; Yang et al., 2017; Rupasingha and Paik, 2019; Shi

et al., 2020; Sheibani et al., 2023). All of these authors attest to the improvements in their ap-

proaches, mitigating the cold-start and the data sparsity and improving recommendation accuracy

through implementing trust mechanisms.

2.4.2 Intelligence in Recommendation Systems

The integration of AI in RS has transformed how users explore and engage with content, products,

and services. RSs are designed to aid users in navigating extensive information spaces by fore-

casting and proposing items that match their interests. AI-driven methods have brought about a

new age of intelligent and flexible systems, building on traditional approaches like CF and CBF.

The integration of AI with RS focuses on the personalisation of customer experience by

analysing the user preferences and behaviour (Soori et al., 2023). Several AI-based techniques

are employed in RS, enabling abilities such as learning, reasoning, planning, knowledge creation,
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natural learning processing, perception and data manipulation. The main techniques being used

are Deep Neural Networks, Transfer Learning, Active Learning, RL, Fuzzy Techniques, Evolu-

tionary Algorithms, Natural Language Processing, and Computer Vision (Gabrani et al., 2017;

Zhang et al., 2021).

Considering the Neural Networks, these are rarely applied in RS since the recommendation

task relates to ranking items rather than classification. However, the increasing data availability

prompted the employment of deep learning-based RS. Different types of deep neural networks can

be applied in RS such as multi-layer perceptron, autoencoder, CNN, Recurrent Neural Networks

(RNN), Generative Adversarial Networks (GAN), and Graph Neural Networks (GNN). In the case

of transfer learning techniques, they can extend recommendation requests from a single domain to

multiple domains. This enables the correlation of information across all domains. Active learning

techniques in RS are used to select the most representative items and deliver them to the users to

rate them. Many active learning strategies, such as rating impact analysis and bootstrapping, are

used with RS. The nature of using RS is an interactive process between the user and the system

with a series of states and actions, which is very similar to RL. The RL-RS aim to maximise

the engagement and satisfaction of users in the long term. Deep RS is widely used to transform

the recommendation process into a sequential task (Yinggang and Xiangrong, 2022). The fuzzy

techniques effectively deal with information uncertainty problems since item features and user

behaviours are usually subjective. The evolutionary algorithms combine the outputs of multiple

recommendation algorithms used as multi-objective optimisation problems. The natural language

processing methods enable the extraction of information to complement the rating matrix. Lastly,

combining RS with computer vision has allowed the recommendation of image-based systems

(Zhang et al., 2021).

According to Gabrani et al. (2017); Zhang et al. (2021), the AI, particularly computational

intelligence and ML methods and algorithms, have been applied to RS with the main goal of

mitigating challenges such as data sparsity and cold-start and improve the recommendation ac-

curacy. Several methods can be used to mitigate the cold-start and data sparsity problems, such

as deep learning techniques, RL techniques, clustering techniques, and association rules, among

others (Batmaz et al., 2019; Lin et al., 2021; Sobhanam and Mariappan, 2013; Jooa et al., 2016).

The deep learning techniques extract features from side information, integrate them into user-item

preferences, and reduce dimensions of high-level and sparse features into low-level and denser

features (Batmaz et al., 2019). The RL-based recommendation methods have become a new re-

search trend in RS, outperforming the supervised learning methods(Lin et al., 2021). Another

emerging trend is the combination of deep learning with RL, which enables greater scalability,

applying the recommendation approach with large state and action spaces (Afsar et al., 2022).

The clustering technique is used for grouping items and, based on similarity measures, making

predictions for new items, solving the new item problem (Sobhanam and Mariappan, 2013). The

association rules specify how one event relates to another (Jooa et al., 2016). Several works al-

ready apply these methods and techniques for cold-start and data sparsity, as Wei et al. (2017)

proposed a staked denoising autoencoder (SADE), employing deep learning and a CF approach,



2.4 Enabling Methods for Cold-Start and Data Sparsity 47

to predict the unknown ratings and perform recommendations of cold-start items. Ke et al. (2021)

to mitigate the cold-start and data sparsity problems proposed dynamic items RS based on RL,

this learns through the reduction of entropy loss error on real-time applications. Zuo et al. (2016)

proposed an algorithm based on deep neural networks for handling data sparsity problems based

on user-defined tags. Huang et al. (2021) propose a deep-RL and a RNN approach to alleviate

the cold-start problem improving the accuracy in the long term. Vizine Pereira and Hruschka

(2015) propose a simultaneous co-clustering and learning (SCOAL) algorithm for addressing the

cold-start problem. Lastly, Shaw et al. (2010) proposes to use association rules to mitigate the

cold-start problem by using these as a source of information to expand the user profile.

The application of AI-based methods in handling cold-start and data sparsity has proven to

be indispensable, from leveraging item features and latent factors, learning complex patterns and

filling in missing values. Furthermore, implementing these enables the adaption of dynamic user

preferences and ensures robust personalisation, making it indispensable for addressing real-world

scenarios.

2.4.3 Similarity Measures for Recommendation Systems

In the field of RS, similarity plays a crucial role as it helps to quantify mathematically the degree

of similarity between two different items or users. This measure is fundamental in predicting the

preferences and patterns of users and recommending relevant items. By comparing the attributes

of different items or users, similarity helps identify the ones that are more closely related and likely

to be preferred by the user (Isinkaye et al., 2015). Similarity measures are essential in handling

the cold-start problem and addressing data sparsity by enabling the system to make informed

recommendations for new users or items based on identifying relationships with existing items or

users in the system, even when there is limited information. These measures are often applied in

CF approaches to handle the cold-start problem and data sparsity (Ahn, 2008).

The similarity measures can be divided according to the classification Local or Global sim-

ilarity measures, which assess the similarity or the relationships between items or users. Local

similarity measures focus on the similarity between a specific pair of items or users (e.g., COS,

PCC, Euclidean Distance (ED), and Jaccard Similarity (JD)). Global similarity measures assess the

overall similarity of an entire dataset, considering relationships between all the users or items (e.g.,

clustering, SVD, and matrix factorisation) (Anand and Bharadwaj, 2011). Usually, the global sim-

ilarity measures are used to support the local similarity measures. Another classification proposed

in the literature, but not so often used, is the classification of similarity measures as traditional and

heuristic (Bag et al., 2019). The most common similarity measures applied to CF used are COS,

Adjusted Cosine Similarity (ACOS), ED, JD, MSD, and PCC (Jain and Mahara, 2019; Singh et al.,

2020; Rodpysh et al., 2023), which the formulas are defined as follows:

Cosine Similarity technique uses vectors to represent user and item rating information. The

cosine between the two vectors representing two users (or two items) indicates a certain similarity

value between each other. If the similarity value is close to 1, it indicates a strong correlation

between the two variables. If the value is close to 0, it indicates no correlation between the two
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entities (Sarwar et al., 2001; Fkih, 2022). Equation 2.4 represents the cosine formula for user

similarity.

Cosine(u,v) =
∑i∈Iu,v ruirvi√

∑u∈Iu r2
ui

√
∑v∈Iv r2

vi

(2.4)

where Iu and Iv represent the sets of items rated by users u and v, respectively, and Iuv represents

the set of items commonly rated by bot u and v. The rui and rvi are the ratings values on item i

given by users u and v, respectively. Equation 2.5 represents the cosine formula for item similarity.

Cosine(i, j) =
∑u∈Ui j ruiru j√

∑u∈Ui r2
ui

√
∑u∈U j r2

u j

(2.5)

where Ui and U j represents the sets of users who rated the items i and j, respectively, and Ui j

represents the set of users who rated both items i and j. The variables rui and ru j are the ratings

values assigned by the same user u on the items i and j, respectively.

Adjusted Cosine Similarity is a type of COS that considers the fact that different users have

different rating schemes. Therefore, some users might rate items highly in general, and others

might give items lower ratings as a preference, which can be mitigated by subtracting average

ratings for each user from each user’s rating for the pair of items in question (Fkih, 2022). Equa-

tion 2.6 is the formula for the ACOS for two users.

ACosine(u,v) =
∑i∈Iuv(rui− ri)(rvi− ri)√

∑i∈Iuv(rui− ri)2
√

∑i∈Iuv(rvi− ri)2
(2.6)

where Iu,v represents the set of items commonly rated by both u and v, and ri represents the average

ratings on i. The rui and rvi represent, respectively, the ratings of user u and v on the item i.

Equation 2.7 is the formula for the ACOS for two items.

ACosine(i, j) =
∑u∈Ui j(rui− ru)(ru j− ru)√

∑u∈Ui j(rui− ru)2
√

∑u∈Ui j(ru j− ru)2
(2.7)

where Ui j denotes the set of users who rated both items i and j, and ru represents the average

ratings by u. The rui and ru j are the ratings of user u on items i and j, respectively.

Euclidean Distance is the length of a line between the two users (or items) in the Euclidean

space. In the case of the user, this is represented in the Cartesian coordinates with respect to the

basis of items, and vice versa for the items, and the distance between two users is the absolute

value of the numerical difference of their coordinates (Fkih, 2022). Equation 2.8 represents the

formula to calculate the ED between two users u and v.

ED(u,v) =
√

∑
i∈Iuv

(ru,i− rv,i)2 (2.8)

where Iuv represents the set of items commonly rated by both u and v, rui and rvi represent the
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rating of the user u and v, respectively, on item i. Equation 2.9 provides the formula for the ED

between two items i and j.

ED(i, j) =
√

∑
u∈Ui j

(ru, j− ru,i)2 (2.9)

where Ui j denotes the set of users who rated both items i and j, rui and ru j represents the rating of

the user u on items i and j, respectively. The ED has to be normalised to become the Euclidean

Similarity (ES), through ES(u,v) = 1
1+ED(u,v) and ES(i, j) = 1

1+ED(i, j) .

Jaccard Similarity is used to measure user similarity when the preference information is bi-

nary, i.e., like or do not like an item. Equation 2.10 defines the formula for the calculation of the

JD coefficient between two users (Anand and Bharadwaj, 2011; Fkih, 2022).

JS(u,v) =
|Ru|∩ |Rv|
|Ru|∪ |Rv|

(2.10)

where Ru and Rv are the set of elements preferred by user u and v, respectively.

Mean Squared Distance between two users u and v is calculated by the ratio of sum square of

the difference of ratings on co-rated items and the cardinality of co-rated items (Bag et al., 2019).

Equation 2.11 is the formula for calculating MSD.

MSD(u,v) = 1− ∑i∈Iuv(rui− rvi)
2

|Iuv|
(2.11)

where rui and rvi are the rating of the item i given by user u and v, respectively. The Iuv indicates

the co-rated items of users u and v.

Pearson Correlation Coefficient was proposed by Karl Pearson to measure linear relationships

(Fkih, 2022). The value returned by the PCC formula is between -1 and 1, where 1 indicates a

strong positive correlation, -1 indicates a strong negative correlation, and 0 indicates no correlation

at all (Resnick et al., 1994). Equation 2.12 represents the calculation of similarity between two

users u and v.

PCC(u,v) =
∑i∈Iuv(rui− ru)(rvi− rv))√

∑i∈Iuv(rui− ru)2
√

∑i∈Iuv(rvi− rv)2
(2.12)

where Iuv refers to the set of items commonly rated by both users u and v, the ru and rv refers to

the average ratings of the users u and v on item i in Iuv, respectively. The rui and rvi are ratings of

users u and v on the same item i. Equation 2.13 represents the calculation of similarity between

two items i and j.

PCC(i, j) =
∑u∈Ui j(rui− ri)(ru j− r j)√

∑u∈Ui j(rui− ri)2
√

∑u∈Ui j(ru j− r j)2
(2.13)

where Ui j refers to the set of users who rated both items i and j, followed by ri and r j refers to the

average ratings on i and j in Ui j, respectively. The rui and ru j are ratings of user u on items i and j,

respectively. Apart from the traditional PCC similarity measure, there are several variations such
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as Constrained PCC, Sigmoid PCC, and Weighted PCC (Jain and Mahara, 2019).

The combination of similarity measures can enhance the overall robustness and effectiveness

of the RS since the strengths from one measure can alleviate the weaknesses from the other mea-

sure. According to Anand and Bharadwaj (2011); Liu et al. (2014); Hu (2018), the application

of the more traditional similarity measures (e.g., PCC, COS) may not always be enough to han-

dle the cold-start and data sparsity problem. However, combining them with trust measures can

complement and enhance the performance of recommendations.

2.5 Summary

This chapter presents and discusses the literature surrounding the Digital Twin technology and its

application to perform decision support by implementing a RS. It was possible to identify that

the most recurring problems in RS are the cold-start and the data sparsity problems, which can

be defined as dealing with new items, users, or situations where there are insufficient historical

data to make accurate and personalised recommendations, and the available data is insufficient

or incomplete, making it challenging to accurately model user preferences or item interactions,

respectively. Independent of the applied recommendation approach, these problems can be more

or less prominent but are always present.

The literature study has shown that these problems have been addressed over time, proposing

approaches including trust, similarity, and intelligence. Although applying a single measure of

these three can improve the attained results, their combination has yet to be widely explored in the

state-of-the-art. Only some authors explore this as a new mitigation measure for these challenges,

leaving a possible research gap open.

In summary, considering the presented background information, including the overview of the

main topics, it was possible to identify the current gaps in the literature, and regarding the per-

formed survey on existing approaches that tackle these two problems, cold-start and data sparsity,

it was possible to identify the main enabling methods. Based on this information, a different ap-

proach to the problems was developed, hoping it could be a representative improvement over the

existing ones.



Chapter 3

SimQL Trust-based Recommendation
Model

Based on the assumption that the Digital Twin is a key technology for enabling decision support,

which, when performed through RS, allows decision-makers to select relevant options based on

their preferences and the knowledge generated by the Digital Twin. RSs have proven to be very

efficient in decision support. Despite this, these challenges, such as cold-start and data sparsity,

are still present and ready to be solved or mitigated. Trust, similarity, and intelligence are the main

methods used in the literature to mitigate these challenges. This thesis proposes a Digital Twin

architecture for decision support based on an innovative RS approach, comprising the integration

and combination of trust, similarity and intelligence. This approach promises to minimise the

effects of the cold-start and data sparsity problems in the performance of recommendations to new

users or of new items with low data availability.

This chapter describes the proposed architecture, i.e., the Digital Twin architecture based on a

new recommendation approach entitled SimQL, to enable decision support based on RS that will

mitigate the cold-start and the data sparsity problems through the integration of trust and similarity

measures, and a AI-based algorithm with the Digital Twin functionalities. This also presents the

formalisation of each layer and the defined recommendation strategies.

The remainder of this chapter is structured as follows:

• Section 3.1: presents a comprehensive overview of the proposed Digital Twin architecture

for the decision support based on RS in the manufacturing domain. This section will shed

light on the roles of each layer and how they collaborate to provide recommendations for

decision support.

• Section 3.2: describes the role, main capabilities, inputs and outputs of the Simulation Layer,

along with the formalisation of the what-if simulation model and the algorithm of the what-if

engine.

51
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• Section 3.3: describes the role, main capabilities, inputs and outputs of the Decision Support

Layer, along with the formalisation of the recommendation algorithm, in this case, the Q-

Learning RL algorithm, the reward calculation and the recommendation module.

• Section 3.4: presents the role, main capabilities, inputs and outputs of the Human Trust

Layer, describing the proposed cold-stat and data sparsity mitigation measures, trust mea-

sures (e.g., user trust in recommendation, and user trust in the system) and similarity mea-

sures (e.g., user similarity (PCC), scenario similarity (COS), and user reputation).

• Section 3.5: presents the different recommendation strategies defined for the several recom-

mendation scenarios that are possible to occur, e.g., with historical data, no historical data,

a new scenario, or a new decision-maker.

• Section 3.6: concisely summarises the key points addressed in this chapter.

3.1 System Architecture

The proposed architecture for the Digital Twin integrating the RS comprises six layers that interact

with each other in order to achieve the system goals, as illustrated in Figure 3.1.

The architecture comprehends two dimensions, the physical world and the virtual world. It

comprises six layers, being the Physical Layer, the Communication Layer, the Data Analysis

Layer, the Simulation Layer, the Decision Support Layer, and the Human Trust Layer (Pires et al.,

2021a). Each layer has different responsibilities, capabilities, and embedded features to enable the

performance of the decision support. The Physical Layer represents the physical systems or assets

for which the Digital Twin is being employed to provide decision support. Apart from the sys-

tem or assets, this layer accounts for the control system (e.g., actuators, PLCs, or Manufacturing

Execution System (MES)), which is responsible for the implementation of the action identified in

the provided recommendations. In this layer, real-time data collection is a crucial aspect aiming to

"feed" the virtual model. The Communication Layer layer enables the connection, communication

and data exchange between the system and assets in Physical Layer, in the physical world, and the

other layers in the virtual world and vice-versa. The data exchange is based on a data model re-

sponsible for organising in a standardised manner the different types of data being exchanged and

utilising standard industrial communication protocols (e.g., OPC-UA, ModBus, or EtherNet/IP).

Depending on the asset or system that is being considered in the Physical Layer, it is possible to

have multiple communication protocols working together in collecting and storing data from the

different assets or systems. The Data Analysis Layer is responsible for the performance of moni-

toring, prediction, diagnosis, and optimisation, among others. These actions are performed based

on AI-algorithms and enable the system assessment for anomalies or system degradation. Based

on the system assessment results, this layer can generate triggers for RS to generate recommenda-

tions exploring the optimisation of the system in the background. After the RS receives the trigger,

from the Data Analysis Layer or from the user itself, the Simulation Layer comes into play, being
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Figure 3.1: Digital Twin architecture for decision support based on recommendation system to
mitigate cold-start and data sparsity effects.

responsible for executing what-if simulations of the virtual model of the physical system, aim-

ing to explore new options and configurations, evaluate different approaches or verify a different

implementation that could be applied to the physical system. The explorations of these options

depend on why the system was triggered. This is performed through the performance of what-if

simulations enabled by a what-if engine, responsible for the generation of the what-if scenarios

in an automatic manner, considering Discrete Event Simulation (DES) model and the appropriate

Degrees of Freedom (DoF). Note that the DoF are the adjustable variables for the problem. Since
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the number of what-if scenarios generated may be significant, the application scenario reduction

techniques are possible, creating a sub-set of what-if scenarios. From this point, the sub-set of

what-if scenarios is simulated using appropriate software packages. The simulation results are

sent to the Decision Support Layer as a base for the decision support actions.

The Decision Support Layer generates the recommendations, aiming to support users in the

physical world in the decision-making cycle (strategic and/or operational). The performance of

the recommendations is based on a recommendation engine using an AI-algorithm, which takes

advantage of the what-if simulation results and from the data from the trust model (i.e., user rating,

user similarity, scenario similarity, user trust in the system, user trust in the recommendation, and

user acceptability of the recommendation) that comes from the Human Trust Layer. This engine

can also explain why the given recommendations were provided to the user, increasing the trans-

parency and acceptability of the system. After the user receives its recommendations, this can give

feedback about them, which will be received by the Human Trust Layer, allowing the update of the

established trust model. The Human Trust Layer is a trust model comprising mitigation strategies

for the cold-start and data sparsity challenges. These strategies comprehend similarity measures

(i.e., scenario similarity, user similarity, and user reputation) and trust measures (i.e., user trust

in the recommendation, user trust in the system, and user acceptability in the recommendation).

Therefore, every time the RS is faced with cold-start or data sparsity recommendation conditions,

the recommendation engine requests this layer mitigation measures to improve the generation of

recommendations.

The interaction was formalised through Unified Modelling Language (UML) sequence dia-

grams showing the interaction between the decision-maker and the RS and the interaction between

the layers of the system. This type of diagram is commonly used to show the interactive behaviour

of a system. Figure 3.2 illustrates a high-level UML sequence diagram of the interactions.

The diagram presents the division of the RS into three layers: the Simulation Layer, the Deci-

sion Support Layer, and the Human Trust Layer. Considering the initiation trigger, the decision-

maker requests the RS to start the recommendation cycle in the Simulation Layer. Therefore, the

decision-maker requests a recommendation to the system, setting the DoF and the virtual model.

After these parameters are defined, these are sent to the RS Simulation Layer. In this layer, the

what-if scenarios are generated, scenario reduction techniques can be applied, and the what-if sce-

narios are simulated. After this, the simulated what-if scenarios are sent to the Decision Support

Layer, which triggers user data requests to the Human Trust Layer. The learning model is applied

after the data arrives, and the possible recommendations are calculated. Depending on the recom-

mendation conditions, the algorithm can request the application of cold-start and/or data sparsity

measures to the Human Trust Layer. Finally, the Decision Support Layer send the recommenda-

tions to the decision-maker. Lastly, the decision-maker provides the appropriate feedback to the

RS, which updates the trust model in the Human Trust Layer.

Each layer performs a unique function (e.g., data analysis and what-if simulation) to assist

decision-making based on RS. The components of each layer can be formalised using various

strategies, including mathematical formalisation. This work focused on three of the six layers of
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Figure 3.2: High-level UML sequence diagram of the interaction between the decision-maker, the
recommendation system and its layers.

this architecture, focusing on the Simulation Layer, Decision Support Layer, and Human Trust

Layer. The upcoming sections describe each layer’s key capabilities, including its primary role,

how it collaborates with other layers, and how they work together to support decision-making. It

also presents the formalisation of the different resources of each layer.

3.2 Simulation Layer

The Simulation Layer is an important part of the Digital Twin architecture since this enables the

Digital Twin-based what-if simulation, allowing for the decision-makers to have a broader knowl-

edge about the physical system’s behaviour and possibilities of intervention (Golfarelli and Rizzi,

2009; Pires et al., 2021b). This layer is divided into the what-if simulation model in general and the

what-if engine algorithm. The main functional features of the Simulation Layer are summarised

next:

• Role: attending to what-if simulation requests, generating the what-if scenarios, reducing

the number of scenarios and performing the actual simulation.

• Input: virtual model of the physical system and DoF; Data Analysis Layer trigger, or

decision-maker trigger, or periodic trigger.

• Output: results from the simulation of the what-if scenarios.

• Main Capabilities: what-if scenario generation, scenario reduction and what-if simulation.



56 SimQL Trust-based Recommendation Model

When applied for decision support, the Digital Twin is frequently combined with simulation

methods such as what-if simulation, which is a type of computational model that enables the

hypothetical test of different "what-if" scenarios by changing input variables or DoF and observing

the resulting outcomes. By performing this type of simulation, it is possible to make informed

decisions, assess risks, and identify potential opportunities or challenges.

3.2.1 What-if Simulation Model

The what-if simulation is responsible for running different simulation scenarios of the virtual

model of the physical world assets or systems, which can serve as validation, evaluation and ver-

ification tools. The integration of what-if simulation within RS promotes timely decision support

by enabling the analysis of the simulation results of hundreds of different scenarios, recommend-

ing only the most appropriate according to the final objective of the system. Figure 3.3 illustrates

the proposed what-if simulation model.
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Figure 3.3: What-if simulation model.

The what-if simulation model has three primary triggers: one is the direct trigger from the

decision-maker, another is the anomaly detection, failure prediction or performance degradation

of the physical system detected by the Data Analysis Layer capabilities, and the last one is related

to the periodic trigger, that allows the system to explore optimisation scenarios in background

operations. The first step for the functioning of this model is the generation of the trigger, followed

by the definition of the virtual model (e.g., DES models, 3D models, mathematical models) and

the appropriate DoF, which the user defines. These DoF are adjustable variables depending on the

problem. The DoF of the physical system can be classified into two categories: independent or

dependent. The independent DoF can be defined as independent variables of a physical system
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which do not depend on other variables (e.g., shift duration). The dependent DoF is the dependent

variable of the physical system (e.g., the system’s throughput), whose calculation is dependent on

independent variables. These variables are defined by the decision-maker and sent to the what-

if engine, where all what-if scenarios are created based on exploring all possibilities combining

all the different DoF. The second step of this model is the generation of the what-if scenarios

through a what-if engine presented in detail in subsection 3.2.2. After generating the scenarios,

the number of scenarios will be reduced if there is already historical data on the problem. This will

be performed by applying AI-algorithms. This reduction is based on historical knowledge acquired

during similar what-if simulations, including past scenarios’ performance scores and users’ trust

levels in the recommended scenarios. This will result in performing a faster analysis performing

simulation only of the most promising scenarios. The sub-set of the most promising scenarios is

then simulated using the developed virtual model to simulate the appropriate software (Pires et al.,

2021b,a).

3.2.2 What-if Engine Algorithm

As previously stated, the main function of the what-if engine is to generate a collection of what-if

scenarios. The proposed what-if engine algorithm, illustrated in algorithm 1, was designed for

generating what-if scenarios for a possible physical scenario considering a virtual model, specifi-

cally assessing the impact of changes in certain DoF on the model’s behaviour.

The algorithm requires several inputs, including a set of virtual models, {Model1,Model2, ...,

Modeln}, which will be used to generate different scenarios, and a set of DoFn
o for each vir-

tual model, {DoFn
1 ,DoFn

2 , ...,DoFn
o }. For each DoF, a range of values is established, setting a

Minimum, a Maximum, and an increment, x, defined to determine how much the DoF is changed

in each iteration. The algorithm starts by iterating over each virtual model, and for each model, it

enters into nested loops for each DoF, iterating over the specified ranges. The algorithm verifies

whether the defined DoF depend on each other within the nested loops. This dependency, Dn
j, j, can

involve some logic or specific conditions associated with the problem domain. Whether the DoF

are dependent or not, the algorithm creates a scenario for the current model and DoF combination,

including specific values for the given iteration. After iterating over all the models and all the

combinations of DoF, the algorithm outputs a set of scenarios for performing what-if simulations

in the chosen simulation software.

The operation of the what-if engine is dependent on the number of virtual models, the number

of DoFs, and the dependencies between the DoFs, the calculation of the maximum number of

what-if scenarios generated by the what-if engine can be performed by applying Equation 3.2.

Considering that, the number of possible DoF for a type of DoF for a specific model, NDoFn
j ,

is calculated through Equation 3.1. Each DoF can be independent, or it can have dependencies,

Dn
j, j, which affect the final number of scenarios, being necessary to remove this number from the
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Algorithm 1: What-if Engine Algorithm
Input:
Define the simulation model: {Model1,Model2, ...,Modeln}
Set of DoF for the scenario: {DoF1,DoF2, ...,DoFo}
Define range and increment for each DoF: DoF1 = (Min,Max,x),DoF2 = (Min,Max,y)
Set of what-if scenarios: Sm

Initialise:
Sm initialise empty;
for Model i=1 to n do

for DoF1 j=Min to Max step x do
for DoF2 k=Min to Max step y do

if DoF1 & DoF2 are dependent then
Verify dependency;
S = Modeli{DoF(1, j),DoF(2,k)} , with restrictions;

end
else

S = Modeli{DoF(1, j),DoF(2,k)} , without restrictions;
end

end
end

end
Output:
Set of what-if scenarios: {S1 : Modeli{DoF(1,Min),DoF(2,Min)};S2 :
Modeli{DoF(1,Min+x),DoF(2,Min)}, ...,Sm : Modeli{DoF(1,Max),DoF(2,Max)}}

calculation.

NDoFn
j =

Max−Min
Increment

(3.1)

This equation considers the interval of the maximum, Max, and minimum, Min, values that each

DoF has to respect, (DoFn
j = {x ∈ R : Min ≤ x < Max}), considering also the defined increment

(Increment).

NSm =
n

∑
i

([
o

∏
j

NDoFn
j

]
−Dn

j, j

)
=((NDoF i

j×NDoF i
j )−Di

j, j)+...+((NDoFn
o ×NDoFn

o )−Dn
o,o)

(3.2)

where NSm represents the maximum number of scenarios that will be generated by the what-if

engine, the i represents the number of virtual models in the interval, i ∈ [1,n], and j represents the

number of DoF selected to be analysed in the specified model according to the interval, j ∈ [1,o].

In order to show how the what-if engine works, let’s consider an example in which only one

model is taken into account. The model includes the following DoF: DoF1, which is the assessment

of the number of AGVs; DoF2, which is the assessment of the best recharging threshold; and DoF3,

which is the assessment of the best resume threshold the AGVs in an assembly line. To determine
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the optimal values for this DoF, it is important to consider the number of AGVs, the battery

recharge limits (i.e. the percentage of battery for which the AGV will trigger the charge), and

the battery resume limits (i.e. the percentage of battery for which the AGV is ready to restart its

job). For this particular scenario are going to be considered the following intervals for the DoF:

DoF1 = {x ∈ R : 1 ≤ x < 4}, with an increment of 1; DoF2 = {y ∈ R : 30 ≤ y < 80}, with an

increment of 10%; and DoF3 = {z ∈ R : 40≤ z < 90}, with an increment of 10%.

It is important to note that DoF2 and DoF3 have dependencies between each other (Dn
2,3),

meaning that the resume threshold can never be smaller than the recharge threshold for the same

scenario. Considering this, the engine generates 60 what-if scenarios instead of the 75 it would

generate if the dependencies were ignored.

3.3 Decision Support Layer

The Decision Support Layer is a crucial element of the RS, being responsible for the generation of

recommendations to the decision-maker. The execution of this layer is based on the results from

the Simulation Layer, more precisely of the what-if simulation, and the data from the trust model

of the Human Trust Layer. This layer is divided into two parts: the recommendation environment,

which represents the base data for the recommendations and the feedback data, and the recom-

mendation engine, which includes the recommendation algorithm. The main functional features

of this layer are presented next:

• Role: generate and present recommendations to the decision-maker, integrating what-if sim-

ulation results and user trust data.

• Input: what-if simulation results, user trust data, and historical data (if available).

• Output: recommendations of what-if scenarios and recommendations explanations.

• Main Capabilities: generate recommendations based on an AI-algorithm, integrate what-if

simulation results and user trust data, and learn with the decision-maker interaction.

The integration of RS in DSS as the proposed system based on the Digital Twin architecture

enhances its performance and enables the personalisation of the recommendations, improving the

overall user experience and acceptance of the system. Figure 3.4 illustrates the proposed DSS

based on an RS using an AI-based recommendation algorithm.

The RS aims to predict the user’s interest in the available what-if scenarios and provide the

appropriate recommendations. The AI-based recommendation algorithm used in the RS follows

the standard terminology of a RL system, which is built based on the environment, learning agent,

and the reward. In this case, the recommendation environment is represented by the results from

the Simulation Layer, the data attained from the Human Trust Layer, and the interaction with

users regarding its feedback to transform it into a reward. The environment is based on state and

action spaces, which allows establishing trust states (i.e., this is a feature representation of the user
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Figure 3.4: Decision support system based on a recommendation system and in an AI-based rec-
ommendation algorithm.

trust in a given recommendation (UTR)) and action space (i.e., represents the scenarios features

of the simulation data that can be recommended to the user). The learning agent represents the

recommendation algorithm, a RL algorithm (i.e., Q-Learning). The algorithm generates scenario

recommendations and expected ratings from the user (ER) sent to the explainability node. In this

node, appropriate explanations on how the recommendation of the scenario was generated are

produced and provided to the user jointly with the recommendations. The user expresses trust in

the given recommendation (UTR) as the actual rating of the recommendation (AR) and states the

intention to accept the recommendation to be applied in the physical system, the user acceptability

(UAcc).

3.3.1 Recommendation Algorithm

The recommendation algorithm that is used in the SimQL trust-based recommendation model is

based on the Q-Learning algorithm proposed by Sutton and Barto (1998), based on a Q-table and

Q-function. The Q-table represents the relationship of Q-values (Q(st ,at)≡ Q(s,a)) between the

trust state of the decision-maker (st ≡ s) and the actions (at ≡ a) represented by all the possible

scenarios to be recommended. The Q-learning is a model-free RL algorithm used to learn the

optimal action-selection policy for a given environment. The Q-learning algorithm can be seen

as Markov Decision Process (MDP), where the states (s) are the states of the environment that

belong to a state space (s ∈ S), defined as all the possible trust states, the actions (a) are the

actions taken by the agent belong to an action space (a ∈ A), defined as the possible scenarios to

be recommended, the transition probabilities (P) are given by the environment through a transition

function specifying the probability of transitioning to a new state (s′) given the current state and

action, which can be represented by P(s′|s,a), and the reward (rt ≡ r) is given by the reward

function (R) of the environment, this function assigns a real value r to each state-action pair
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(s,a) : R(s,a). The algorithm aims to find the optimal action selection policy that maximises

the expected future reward. The Q-learning algorithm updates the Q-function according to the

Bellman equation in Equation 3.3.

Q(s,a) = R(s,a)+ γ×maxa′Q(s′,a′) (3.3)

where s′ is the next state, a′ is the action taken in s′,R(s,a) is the reward for taking action a

in state s, and γ is the discount factor, where 0 ≤ γ ≤ 1, determining the importance of future

rewards compared to current rewards. Q-learning aims to learn a function Q(s,a), which gives

the expected rewards for taking action a in states s and following the optimal policy afterwards.

Figure 3.5 illustrates of the MDP of the RL algorithm.
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Figure 3.5: Block diagram of the reinforcement learning algorithm Markov Decision Process
(Based on Geravanchizadeh and Roushan (2021)).

The RL algorithm consists of an environment that represents the outside world. This agent has,

in this case, the Q-learning algorithm receiving states (St) and performing actions (At) according

to an established policy, the actions receive rewards (Rt−1) by the users (Ot) (or decision-makers)

present in the environment. The agent and the environment interact over a sequence of discrete-

time steps. The Q-learning algorithm implementation is based on the algorithm 2 (Pires et al.,

2023).

Algorithm 2: Q-Learning Algorithm

Q(s,a) initialise randomly;
Repeat(for each episode)

state s initialised;
Repeat(for each step of episode)

action a chosen from state s using policy derived from Q-Table;
action a recommended;
reward r and state s′ observed;
Update
Q(s,a) = Q(s,a)+α× [r+ γ×maxaQ(s′,a′)−Q(s,a)];
s = s′;

This considers the actions and states mentioned earlier and the learning rate (α), which estab-

lishes the learning pace of the algorithm respecting the limits of 0 ≤ α ≤ 1, and it also considers

the discount factor (γ), which represents the importance of future rewards compared to current
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rewards, respecting the limits of 0 ≤ γ ≤ 1. The algorithm also considers the reward (rt), which

defines the good and bad events for the learning agent.

3.3.2 Reward Calculation

In the context of the Q-learning algorithm, the calculation of the reward function is a fundamen-

tal aspect that guides the learning process of an agent within a given environment. The reward

function is critical for reinforcing positive behaviours and discouraging unfavourable actions, ul-

timately shaping the agent’s decision-making strategy. In this case, the rt , attained by the Equa-

tion 3.4, for each scenario recommendation results from the different measures calculated in the

trust model.

rt =W1×UTR +W2×UAcc +W3×UTS (3.4)

This equation aims to reward trustworthy scenarios and penalise untrustworthy scenarios, cal-

culated by a multi-criteria function where the three components are weighted with W1,W2, and

W3 according to the system properties. The first component is the UTR, which is the trust of the

user in the given scenario recommendation, which ranges from [−Vmin,Vmax]. Note that this scale

is symmetrical, which means that absolute values for Vmin and Vmax are the same. The second

component is the UAcc, which represents user acceptability; the last component is the UTS, which

represents the user’s trust in the RS. The reward value is sent to the RL algorithm, updating it for

future recommendations. Subsection 3.4.2 presents how the UTS is calculated.

3.3.3 Recommendation Module

A recommendation module was defined for the proposed model with the recommendations being

performed based on a recommendation value, Rvalue calculated by the Equation 3.7, which is

based on the Equation 3.5 and Equation 3.6. For both equations, the Q(st ,at) represents the Q-

value for the st rating state, positive/negative trust rating values ([−Vmin,Vmax]), and at represents

the possible recommended scenarios.

TrustP =
|Q(st ,at)+ ...+Q(sVmax ,at)|

Numbero f st
, i f st > 0 (3.5)

This represents the average value for positive trust states assigned to a specific scenario.

TrustN =
|Q(st ,at)+ ...+Q(s−Vmin ,at)|

Numbero f st
, i f st ≤ 0 (3.6)

This represents the average value for negative trust states assigned to a specific scenario.

Rvalue = TrustP−TrustN (3.7)
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which intends to penalise the negative trust states, also known as untrustworthy behaviour. The

output of the recommendation model is a list of what-if scenarios ordered according to the Rvalue

parameters.

3.4 Human Trust Layer

The Human Trust Layer, the last layer of the architecture, is responsible for implementing the

trust model, which has mitigation strategies for the cold-start and data sparsity problems through

similarity measures, such as user similarity (sim(u,v)), scenario similarity (sim(at ,a j)), and user

reputation (rep(u)), and trust measures, such as user trust in the acceptability of the scenario

(UAcc), user trust in the system (UTS), and user trust in the recommendation (UTR).

• Role: provide cold-start and data sparsity mitigation strategies based on a trust model, and

provide the reward to the Decision Support Layer recommendation algorithm.

• Input: user feedback, user data, scenarios data.

• Output: user trust data (i.e., similarity and trust measures) and reward for the recommenda-

tion algorithm.

• Main Capabilities: calculate scenario similarity, user similarity, user reputation, user trust,

and reward calculation.

The proposed trust model uses three trust inputs, User trust in the given scenario recommen-

dation (UTR), which can be measured by the feedback in the form of a rating given by the user;

User trust in the RS itself (UTS), which is set initially by the user and continuously updated given

the accuracy of the recommendation of the system; and User social in the work network, in which

each user can give a trust score to another user depending on a set of work-related factors to cal-

culate the user’s reputation. Figure 3.6 illustrates the structure and main components of the trust

model.

The trust model comprises two main features: the Similarity Measures and the Trust Measures.

The similarity measures mitigate cold-start and data sparsity problems based on user and scenario

similarity and social trust networks. The trust measures are responsible for assessing the user’s

trust in the system and the recommendation, resulting in the reward calculation.

3.4.1 Similarity Measures

The integration of similarity measures in RS enables the identification of patterns, relationships

and preferences between users or/and items based on their historical interactions or features. Com-

mon similarity metrics such as PCC and COS can be employed to determine the similarity between

user preferences or item features. This model employs two similarity measures to determine the

similarity between scenarios and between users, using COS and PCC similarity metrics, respec-

tively.
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Figure 3.6: Trust model structure and components based on similarity and trust measures.

Scenario Similarity. The scenario similarity measure refers to the degree of how similar two

scenarios are in the context of recommendation. This can be used to recommend new scenarios

similar to the ones the user preferred in the past. Equation 3.8 presents how the similarity between

scenarios is calculated considering the DoF of each scenario. It should be that at represents the

recommended scenario, and a j represents the other recommended scenarios. This equation also

considers a variable k that represents the unique identifier for each DoF involved in the calculation

going from 1 to m.

sim(at ,a j) =


∑

m
k=1 VDoF(at ,k)·VDoF(a j ,k)√

∑
m
k=1 V 2

DoF(at ,k)
·
√

∑
m
k=1 V 2

DoF(a j ,k)

, NDoF(at) = NDoF(a j)

0, NDoF(at) 6= NDoF(a j)

(3.8)

The presented measure uses the COS formula (proposed in Fkih (2022)), which takes into

account the different values of the DoF (VDoF(at ,k) for each scenario. However, the similarity is

only calculated if the number of DoF (NDoF(a)) is the same for both scenarios and if they are cor-

related; otherwise, the similarity is zero. Considering that the scenario similarities are calculated,

the Q-values used as the starting point will be from the most similar scenario rated by the ac-

tive user. Figure 3.7 presents the UML activity diagram for implementing the scenario similarity

calculations.
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After the system gives the initial recommendations, the user may request the generation of

new recommendations for new scenarios, but these newly generated scenarios suffer from the

cold-start problem. Therefore, if the new scenario to be recommended has never been rated, its

recommendation will depend on its initial Q-values, which can be random or based on the scenario

similarity measure. Based on this, the system verifies if the scenario was never rated before and

which scenarios the active user rated. Considering the rated scenarios, the list of DoF is loaded,

verifying which ones belong to each scenario. After these initial assessments, all the information

from the DoF and scenario information is loaded, pre-processed, and sent to the COS function to

perform the calculations. This is based on the similarity between the scenarios calculated based on

the common DoF. With this, it is possible to identify the scenario with a higher similarity. From

this, the Q-values from the identified scenario are set as the initial values of the new scenario.

User Similarity. The similarity measure between the users when rating similar scenarios to

support the RS. In this case, the user similarity is calculated according to the PCC metric, assessing

the degree of rating similarity between users. Equation 3.9 presents the formula for calculating

user similarity (based on the proposed by Fkih (2022)).

sim(u,v) =
∑

n
t (UTR(u,at)−UTR(u)) · (UTR(v,at)−UTR(v))√

∑
n
t (UTR(u,at)−UTR(u))2 ·∑n

t (UTR(v,at)−UTR(v))2 +C
(3.9)

where UTR(u,at) is the user trust in a given recommendation, ai, the UTR(u) is the average user

trust rating in the given recommendation, and the C term is the shrinking term. Applying the

PCC formula minimises the user bias, and integrating the shrinking term minimises the support
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problem. The user bias problem can be defined as some users giving a higher rating than others,

favouring some scenarios. The support problem can be defined as the balance between having the

similarity calculated based on a few or a large amount of data and normalising the similarity value.

Figure 3.8 illustrates the support problem.
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Figure 3.8: Support problem for calculating user similarity.

The support problem is divided into two approaches: the quantity of data available in the user-

scenario matrix and the rating of the same scenarios. For example, the support for the calculation

of the user similarity for user u1 is higher than users u2 and u3 since these have rated fewer

scenarios and only have in common one rated scenario and one scenario that was even rated. This

can lead to false results for the user similarity calculation, leading to higher similarity between

users than it is. In order to mitigate this problem, the PCC similarity measure enables the addition

of a shrinking term, C, that ranges between 1 and 10. This term is added to the PCC similarity to

mitigate this problem by reducing the user similarity with small support to the same scale as the

higher support.

The user similarity measure is applied when a scenario is recommended, and this was already

rated by another user in the system. If this condition is verified, the calculation of user similarity

is enabled. Figure 3.9 illustrates the user similarity algorithm’s implementation as a UML activity

diagram.

The first step of the user similarity calculation involves loading and pre-processing the user-

scenario trust matrix information. Subsequently, this information is used to calculate the similarity

score, denoted as sim(u,v), between two users, considering the scenarios in common that the users

have rated. After all the similarity measures are calculated, in the event of similarity score ties

between users, a tie-breaking measure is used, specifically User Reputation (rep(u)). If there are

no ties, it is determined which user has the highest similarity score, and the Q-values from the

recommended scenario for the more similar user are set as initial Q-values for the active user.

User Reputation. The user reputation concept refers to how much the other users trust the

active user and if the active user always gives a fair trust measure to scenarios (Song et al., 2017).

The user reputation, rep(u), is a vital factor in the event of similar score ties. This measure is
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calculated according to Equation 3.10.

rep(u) =
∑at∈S(u)

∣∣∣UTR(u,at)−UTR(at)
∣∣∣

S(u)
+

∑u∈U(u)
∣∣Trustu,v−Trustu

∣∣
U(u)

(3.10)

The calculation is performed by a weighted average of the UTR as ratings given by the user to a

set of scenarios and the other users’ trust in the active user. The user trust by other users, Trustu,v,

is calculated based on the user social trust network presented in subsection 3.4.2. Illustrated in

Figure 3.10 is the UML activity diagram that represents the implementation of the user reputation.
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When user similarity calculations produce identical scores, each user’s reputation becomes

the decisive factor. In order to resolve the tie, the fairness of each user’s ratings and the trust

that other users have placed in them is possible to establish the user reputation. With the user’s

identification with a higher reputation, the Q-values from this user are set as initial Q-values for

the active user. Even though user reputation is considered a similarity measure, it is based on trust

measures, specifically social trust networks (presented in the Subsection 3.4.2).

3.4.2 Trust Measures

Trust has become a key aspect when performing recommendations, enabling the mitigation of

the cold-start and data sparsity problems by leveraging rating information from trusted users, for

example. The trust measures used in the proposed model can be divided into two dimensions: the

user’s direct definition and the user’s social behaviour.

Considering the first dimension, this is used in the case of the Reward Calculation (Subsection

3.3.2). This is based on the UTR and the UTS. The user provides the values for the reward calcula-

tion in the first system iteration. However, for the subsequent iterations, the UTS value is updated

according to the performance of the RS. The user trust in the system, UTS, is calculated according

to the following Equation 3.11.

UTS =

CUT −
(
|ER−AR|
|ER|

)
, ER > AR∨ER < AR

CUT +θ , ER = AR

(3.11)

where the CUT is the current values of the user trust in the system, which is established initially

by the user and continuously updates at the end of each iteration, CUT = UTS. The value of θ

represents a positive value to be defined by the user on how much a trust increment is valid for

a correct rating prediction. From the user feedback from the evaluation of the recommended

scenarios, it is possible to obtain the values from the UTR,AR,ER, and UAcc, which are used in the

UTS and are also sent to the trust model. The calculation engine, present in the trust model, is

responsible for calculating the reward value, rt , for the recommendation algorithm, based on the

UTS, UTR, and UAcc.

Additionally, the second dimension of the trust measures comprises the case of the User Rep-

utation calculation (Subsection 3.4.1), based on the trust between the users, which is calculated

based on a social trust network built on users’ trust connections and weights representing the user’s

trust in the other user. An example of a social trust network is presented in Figure 3.11.

The calculation of the trust between users, Trustu,v is a combination of direct and indirect trust

(Chen et al., 2021), which can be calculated according to Equation 3.12.

Trustu,v =


Dtrustu,v,Dtrustu,v 6= 0,

Itrustu,v,Dtrustu,v = 0, Itrustu,v 6= 0,

0,Dtrustu,v = 0, Itrustu,v = 0

(3.12)
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Figure 3.11: Social trust network, and direct and indirect trust.

where Dtrustu,v, represents the direct trust between users and Itrustu,v, represents the indirect trust

between users. The direct trust calculation, Dtrust, can use the social trust network with weighted

paths between users. The direct trust is calculated by Equation 3.13.

Dtrustu,v =W k
direct (3.13)

The indirect trust, Itrust, is calculated by using W k
direct , which represents the trust value before

user u reaches the user v, and also by using the W (k) that represents the weight of the k path

that indirectly connects the users. W (k) is calculated by multiplying the direct weight of the path

according to Equation 3.14.

W (k) =
l−1

∏
i=1

Dtrusti(x,y) (3.14)

The indirect trust, Itrust is calculated according to Equation 3.15.

Itrustu,v =
∑

n
k=1(W (k)×W k

direct))

∑
n
k=1W (k))

(3.15)

These equations are the base for the calculation of the user reputation value.

3.5 Applying Recommendation Strategies

The recommendation module considers whether the active user has already rated the recommended

scenarios or not, implying different recommendation strategies and different equations for calcu-

lating the expected rating or rating prediction, ER. The calculation of the ER changes according to

different recommendation environments that the system is presented with. Figure 3.12 illustrates

the different variants of calculating the ER considering the different recommendation environ-

ments.
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Figure 3.12: Calculating ER according to the different recommendation environments.

There are at least four main recommendation environments, which are With Historical Data,

No Historical Data, New User, and New Scenario.

With Historical Data If there is enough information regarding the user and scenario trust

rating, the rating prediction is calculated by Equation 3.16.

ER =
UAcc(u)+UTR(at)

UTR(u)
(3.16)

This equation considers the average user acceptability, with the average trust rating of the scenario

divided by the average user trust rating of the active user.

No Historical Data The most common recommendation conditions are with no/few historical

information for which significant measures have been established, specifically considering the new

users or scenarios. In a general perspective, when there is no historical data, the initial state of the

recommendations lies in establishing the initial values of the Q-table as random and performing

offline training through the performance of random actions. The training should be done through

episodes and by maximising the total reward of each episode. After this, the system recommends

the best scenarios and ER. The user-scenario trust matrix, user acceptability, and UTS are updated

based on the user feedback and acceptability, and rt is calculated. These calculations will update

the Q-table for the active user1 in iteration 1 to N (it is important to note that each user has its

Q-table, which contains the q-values for each scenario) (Pires et al., 2023). Next, the measures for

calculating the ER for a new user and scenario will be presented.

New User In the event of recommending to a new user, the metric of user similarity, sim(u,v),

is used by the RS to recommend a scenario, given that other users have already rated the scenario.

In this case, the PCC equation is used (see Equation 3.9). The Q-values used by the recommenda-

1Active user refers to the user currently using the RS.
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tion module to build the top-N list are from the most similar user to the active user. Therefore, if

the user similarity exceeds 0.5, the ER is calculated according to Equation 3.17.

ER =UTR(u)+
(UTR(u,at)−UTR(u))× sim(u,v)

sim(u,v)
(3.17)

This equation considers the average rating of the user trust, UTR(u), and how much the user trusts

that the scenario will work in the physical system (UTR(u,at)−UTR(u)).

A specific case of the new user relies upon when the user similarity values are the same and

greater than 0.5, for which a tie-breaking measure is applied by considering the user reputation,

rep(u), defined according to Equation 3.10. The recommendation module uses the Q-values of

the user with a higher reputation towards the active user. The ER, using the user reputation, is

calculated according to Equation 3.18.

ER =UTR(u)+
(UTR(u,at)−UTR(u))× rep(u)

rep(u)
(3.18)

In this case, instead of using the similarity to calculate the rating prediction, the rep(u) of the user

with the higher value is used, considering the average rating trust and how much the user trusts in

that scenario.

New Scenario In the case of a new scenario that any user in the system never rated, scenario

similarity, sim(at ,a j), is used to get the best data from a similar scenario. For this purpose, the

scenario similarity is calculated by using the COS function based on the DoF values for the tested

scenarios through the Equation 3.8. A scenario can be considered new in two situations: when it

has never been rated by a specific user (i.e., the active user), is new to that user, or when no system

user has rated it.

In this case, the Q-value to be used in the Q-table for the recommendation calculation will be

the Q-value from the most similar scenario rated by the active user. If the scenario similarity value

is greater than 0.5 for the rating prediction, the ER is calculated using Equation 3.19.

ER =UTR(u)+
(UTR(u,at)+UTR(u,a j))× sim(at ,a j)

sim(at ,a j)
(3.19)

which considers the average trust of the user, UTR(u), plus the average trust of the user in scenario

t,UTR(u,at), and the average trust of the user in the most similar scenario UTR(u,a j).

3.6 Summary

In order to minimise the effects of the cold-start and data sparsity problems in the performance of

recommendations to new users and new scenarios, this chapter proposes an architecture for a DSS

based on the Digital Twin concept integrating six layers. This work focused on three of the six

layers of this architecture, focusing on the Simulation Layer, Decision Support Layer, and Human

Trust Layer.
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Within the Digital Twin architecture, a new RS approach was proposed based on TBR. The

conjugation of the features proposed in the Simulation Layer, Decision Support Layer, and Human

Trust Layer results in a TBR RS, entitled SimQL, which joins what-if simulation model, with an

RL-algorithm and a trust-based model. The integration of a RS in a Digital Twin architecture

presents several advantages, such as the possibility of a background optimisation of the physical

system enabling a proactive RS, access to continuous real-time data from the physical system, and

the possibility of integrating new operational parameters to the physical system after validation in

an up to date virtual model of the physical system.

Summarising, the main innovative approach aspects associated with the proposed SimQL

model are the integration within a Digital Twin architecture, the combination of an RL algorithm

with similarity and trust measures to minimise the effects of cold-start and data sparsity problems

and the different forms of calculating the predicted trust rating to improve the predicting rating

calculation accuracy.



Chapter 4

Case Study and Evaluation Measures

The previous chapter described the proposed Digital Twin architecture and the SimQL trust-based

recommendation approach to perform decision support in the manufacturing domain. In order to

ensure the effectiveness of the recommendation approach in terms of performance, it is necessary

to perform an experimental evaluation.

This chapter focuses on the chosen case study to test the proposed approach across various

manufacturing scenarios. A performance measurement procedure is introduced, divided into eval-

uation methods and metrics commonly used in the RS field. An evaluation plan has been estab-

lished, which outlines the steps that will be taken in order to assess and validate the trust-based

recommendation approach known as SimQL.

The remainder of this chapter is structured as follows:

• Section 4.1: describes the proposed case study of a battery pack assembly line, providing

the problem statement and the different recommendation scenarios where the defined SimQL

trust-based recommendation approach will be tested and validated.

• Section 4.2: defines the performance measurement procedure considering the evaluation

methods and metrics already defined and used in the RS state-of-the-art, and the most ap-

propriate evaluation methods and metrics for the case study in question.

• Section 4.3: presents a summary of the information provided in this chapter.

4.1 Experimental Case Study

The application of the case study research method is crucial in generating innovative knowledge

and evaluating proposed strategies in real-world scenarios. This method assesses the practicability

and feasibility of such approaches, which leads to valuable insights and data-driven solutions. The

results obtained in this thesis are verified and validated through one case study in the manufactur-

ing domain, thereby ensuring their applicability.

73
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The objective of this case study is to perform the validation, showcase the feasibility, and

highlight the essential features and capabilities of the SimQL recommendation approach compris-

ing three main objectives:

• Validation of the what-if simulation model verifying its applicability within the decision

support focusing in the RS area.

• Validation of the recommendation approach, SimQL, to verify if the system works as speci-

fied in average or extreme recommendation conditions (e.g., cold-start, data sparsity).

• Evaluation of the performance of the recommendation approach, allowing to conclude the

proposed concepts in the approach.

The proposed model was designed for implementation in manufacturing environments that

align with the Industry 4.0 framework. The recommendation model was assessed on a limited

scale within a controlled laboratory setting, with a particular focus on evaluating the logistics

component of the manufacturing process.

In order to determine the level of maturity of the developed solution, the Technology Readiness

Level (TRL) was considered. This measurement assesses the maturity of technology at different

stages of research and development (APRE and CDTI, 2022). The TRL scale ranges from 1 to 9,

and as the technology advances, its maturity level increases, requiring different resources, actors,

and funding possibilities, as illustrated in Figure 4.1.

TRL 1

TRL 2

TRL 3

TRL 4

TRL 5

TRL 6

TRL 7

TRL 9

TRL 8

Basic principles observed and reported

Technology concept and/or application formulated

Critical function: proof of concept established

Laboratory testing of prototype component or
process

Laboratory testing of integrates system

Prototype system verified

Integrated pilot system demonstrated

System incorporated in commercial design

System ready for full scale deployment

Academic Research

Simulated World

Real World

This PhD Thesis

Valley of death

Figure 4.1: Framing of the case study at TRL (Based on (APRE and CDTI, 2022)).

Academic research mostly focuses on TRLs 1 to 4, which encompasses basic and applied

research development. Conversely, industrial development spans from TRLs 7 to 9, concentrating

on prototype and system development. The "valley of death" refers to the challenging phase

between academia and industry adoption, which falls between TRLs 4 to 7. The proposed system

finds itself at the TRL 4, being tested in the laboratory using a real case study.
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4.1.1 Description of the Case Study

The International Manufacturing Centre at Warwick Manufacturing Group (WMG) has developed

a full-scale system that integrates logistics with manufacturing operations on an assembly line.

This system showcases advanced Industry 4.0 methods and encompasses new production systems

and legacy equipment in various advanced manufacturing scenarios. The system is being utilised

for research and training in collaboration with industrial partners. The proposed case study for this

PhD thesis is based on this full-scale battery pack assembly line called Integrated Manufacturing

& Logistics (IML). The main product assembled on this system is an automotive battery pack,

which conjugates industry-standard battery cells and custom-containment modules. As shown in

Figure 4.2, the battery pack assembly line is divided into five zones:

• Zone 1 is a launch manual station responsible for initiating the assembly process through

the interaction between the human operator and the MES;

• Zone 2 is a legacy loop that employs a conveyor system to move the battery modules through

four stations, two of them pick and place units which bring together cells forming the packs

(the robot stations are manually fed with battery cells);

• Zone 3 is a welding station that stands alone for pack spot welding;

• Zone 4 is a quality station that stands alone and performs inspection of the spot welding

quality;

• Zone 5 is a disassembly station.

The assembly line comprises AGVs responsible for running logistics operations of the line.

The AGVs system in the assembly line of the described case study is composed of MiR100, which

has an average of 10 hours running time (or 20 km), reaching a maximum speed of 1.5 m/s forward

and 0.3 m/s backwards. These are powered by a battery (Li-NMC, 24V, 40Ah), taking around 4.5

hours to charge fully.

The manufacturing system is designed to produce battery packs for electric vehicles, each

comprising six modules that house 18650 or 26650 form-factor cylindrical cells. Based on MES

orders, the transportation of products between different zones is handled by AGVs, which uses

conveyor trolleys. The assembly line obeys a task sequence as follows:

• The operator initiates the assembly order for the product to the MES, requesting the AGV

to transport the correspondent battery module components.

• The AGV travels to the legacy loop, where the conveyor trolley feeds the legacy loop sta-

tions.

• The robot stations fill the modules with battery cells, followed by the pick and place stations

that assemble various modules to build a battery pack.
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Figure 4.2: IML demonstrator: (a) the IML layout and zones; and (b) the real IML with an AGV
carrying battery cells to the legacy loop module.

• The battery pack is assembled and transported on a trolley to the stand-alone welding and

inspection stations.

• Lastly, the battery pack is returned to the disassembly station.

Considering the presented case study, a model of the extended battery pack assembly line was

considered, providing a more complex and richer benchmark, considering two parts, Part 1 (P1)

and Part 2 (P2), and each one served by two sets of AGVs for transporting parts. This model was

inspired by the presented case study, increasing its complexity in terms of the logistic operations.

The model of the extended assembly line is illustrated on Figure 4.3.
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Disassembly Station

 Welding/Quality
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Zone 1
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 Welding/Quality
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Figure 4.3: Virtual model of the extended assembly line in FlexSim R©.

The model includes zones like the IML demonstrator. However, a new legacy loop has been

added, and the welding and quality stations have been combined into a single station. Focusing on

the logistical operations carried out by the AGVs, the model has been divided into two separate

lines, with one serving the legacy loops and the other serving the welding and quality stations.

This separation increases the complexity of the case study, allowing for the generation of more
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what-if scenarios, increasing the number of AGVs in the system. Despite increasing the system’s

complexity, the AGVs presented in the model have the same characteristics as the presented case

study regarding charging time, running time and maximum speed in the physical world.

4.1.2 Problem Statement

Considering the presented case study, when it comes to making decisions regarding logistical

operations, such as determining the necessary number of AGVs to meet product demand or es-

tablishing an optimal charging profile of the AGVs for a specific throughput, relying solely on

the decision-makers expertise can prove challenging. This is particularly true when the decision-

maker is new to the assembly line, having little or no knowledge of how the system has behaved

in the past.

To address this problem, a proposed Digital Twin architecture based on the SimQL trust-based

recommendation approach enables decision support for the new decision-maker. The system lever-

ages information obtained from real-time monitoring, data analysis, what-if simulation, and a RS.

The proposed system can analyse hundreds of different configurations before assisting any deci-

sion, depending on the DoFs defined for the case study. The DoFs defined for the proposed case

study to analyse the different logistical operations are presented in Table 4.1.

Table 4.1: Characterisation of the degrees of freedom.

DoF Name Minimum Maximum Increment

1 Recharge Threshold 10% 80% 10%
2 Resume Threshold 30% 90% 10%
3 No of AGVs (P1) 1 3 1
4 No of AGVs (P2) 1 3 1
5 Time Horizon 8h 24h 8h

Based on this, a set of DoFs were defined comprehending five DoFs:

• Recharge Threshold, DoF 1, can be defined as the percentage level of the battery on which

an AGV is required to go the recharging station;

• Resume Threshold, DoF 2, is the percentage level of battery that a charging AGV has to

reach to return to the transport route;

• Number of AGVs (P1), DoF 3, is the number of AGVs in Part 1 of the assembly line;

• Number of AGVs (P2), DoF 4, representing the number of AGVs in Part 2 of the assembly

line;

• Time Horizon, DoF 5, representing the sifts in terms of hours (1 shift - 8 hours, 2 shifts - 16

hours, 3 shifts - 24 hours).

Two general recommendation scenarios were defined considering the proposed case study and

the defined DoFs related to the logistical operations.
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• Recommendation Scenario 1: the main objective of this scenario is to determine the optimal

number of AGVs, which takes into consideration DoF 3 and DoF 4 as the main variables

influencing the decision-making process.

• Recommendation Scenario 2: the main objective of this scenario is to determine the optimal

number of AGVs and the best charging profile for each established time horizon. This

scenario considers all the established DoFs for the case study.

It is important to note that all the experiments performed in the experimental validation (Chap-

ter 5) considered the defined model of the extended assembly line and the established DoFs for the

logistical operations. Each experiment considered one of the specified recommendation scenarios.

4.2 Performance Measurement

This section establishes the performance measurement procedure for the established SimQL rec-

ommendation approach. Performance measurement is the process of using a tool or a procedure to

evaluate a specific system parameter. In the RS field, the evaluation procedure can be divided into

two, the Evaluation Methods, which generally involve the assessment of effectiveness, efficiency,

and relevance of a system, including methods such as case studies, experiments and qualitative

analysis, and the Evaluation Metrics, which can be quantitative or qualitative measures used to

assess the performance, effectiveness or quality of a system.

4.2.1 Evaluation Methods

There are different classifications of RS evaluation methods presented in the literature, such as

offline and online evaluations (Zheng et al., 2010), data-centric and user-centric (Said, 2013), live

user experiments, and offline analysis (Herlocker et al., 2004), and user studies, online and offline

evaluations (Ricci et al., 2010; Beel and Langer, 2014). In this work, the focus will be on the

evaluation methods proposed by Ricci et al. (2010) and Beel and Langer (2014), illustrated in

Figure 4.4.
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Figure 4.4: Classification of the evaluation methods for recommendation systems (Beel and
Langer, 2014).

According to these authors, regarding the evaluation of a RS approach, there are three main

evaluation methods: User Studies, Online Evaluation, and Offline Evaluation. The user studies are

an effective evaluation method, which essentially measures user satisfaction based on explicit rat-

ings provided by the decision-maker. Decision-makers are asked to rate their overall satisfaction
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with the recommendations or other aspects of the RS. Two types of studies can be conducted using

this method: laboratory studies, where participants know they are part of a study, and real-world

studies, where participants are not informed of the study (Beel and Langer, 2014). The online

evaluation method measures the acceptance rates of recommendations in the field of RS. The met-

rics used in this method assess how the system behaves in real-time with actual users, measuring

the impact on user behaviour and engagement. Common metrics used in this method include A/B

testing, comparison between different recommendation strategies or algorithms, Click-Through

Rate (CTR), which measures the ratio of user clicks on the recommended items, and Conversation

Rate (CR), which evaluates the proportion of recommendations that lead to desired user actions

(Ricci et al., 2015; Patel and Patel, 2020). Lastly, the offline evaluation method can evaluate the

accuracy, efficiency and reliability of a RS based on ground truth. Ground truth refers to datasets

that contain explicit, inferred, or expert information. Explicit ground truth contains data on items

that users have rated or liked. The system can be evaluated by removing certain ratings and pre-

dicting their values. The closer the predicted ratings are to the original ratings, the more accurate

the system is. The inferred ground truth is based on items in the personal list of users, and it is

considered accurate if the system recommends the items in the user list. The expert ground truth is

based on item classification by experts, using these items to train the system to recommend items

of similar categories. This method uses non-real-time datasets to evaluate, including measures

such as RMSE, MAE, precision, and recall (Beel and Langer, 2014).

Considering the advantages of applying the evaluation method of offline evaluation, such as

in terms of scalability, it enables a more efficient way of algorithm analysis, promotes a more

cost-effective way to assess the recommendation approach since it does not require the actual

users, enables the performance of an exploratory analysis, reduces the privacy concerns, when

accessing the real user data can be an issue, it allows to have more control over the experiments

being conducted, helping in understanding the impact and performance of an algorithm in specific

circumstances (e.g., cold-start and data sparsity), and provides a way to work with historical data

when data availability is a problem. Based on these advantages and the characteristics of the

selected case study to validate the SimQL trust-based recommendation approach, the evaluation

method for this work is the offline evaluation, using the explicit ground-truth method.

4.2.2 Evaluation Metrics

The evaluation metrics in the context of RS can be classified into Quantitative Metrics and Quali-

tative Metrics. Quantitative metrics are based on the direct and quantifiable assessment of the RS

performance, and the qualitative measures are more subjective and reflect properties related to the

user experience on how the decision-makers perceive and interact with the produced recommenda-

tions. Using both measures can help improve the user experience and overall effectiveness of the

RS. In the presented case study, the evaluation of the recommendation model will be conducted

using an offline evaluation methodology, being the explicit ground truth, focusing on quantitative

metrics.
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The recommendation quantitative metrics can be divided into two major groups: the Statistical
Accuracy Metrics and the Decision Support Accuracy Metrics. Statistical accuracy metrics are

measures used to evaluate a prediction algorithm’s accuracy by comparing the predicted ratings’

deviation with the actual ratings. The decision support accuracy metrics evaluate how effective

the recommendations are to the users in selecting quality items (Papagelis et al., 2005).

Statistical Accuracy Metrics The statistical accuracy metrics evaluate the proposed RS by

assessing the results by calculating the average over the calculated deviations between ratings.

Within these types of measures are include metrics such as RMSE, and MAE (Patel and Patel,

2020; Gaillard, 2014; Papagelis et al., 2005).

The measure of RMSE (see Equation 4.1) is used to evaluate and compare the performance of

a RS model compared to other models, being a measure of the stability of predictions (Frémal and

Lecron, 2017; Isinkaye et al., 2015).

RMSE =

√√√√ 1
Np

N

∑
u,i
|pui− rui|2 (4.1)

where Np is the total number of rating predictions, pui is the predicted rating that a decision-maker,

u, will select an item, i, and rui is the real rating. In this case, the lower it is RMSE, the better the

recommendation accuracy/performance of the algorithm.

The MAE (see Equation 4.2) is one of the most popular and commonly used measures for RS,

being a measure of the efficiency of predictions (Frémal and Lecron, 2017; Isinkaye et al., 2015).

This measures the deviation of recommendation from the decision-maker’s specific value.

MAE =
1
N

N

∑
u,i
|pu,i− ru,i| (4.2)

where Np is the total number of ratings on the item set, pui is the predicted rating that a decision-

maker, u, will select an item, i, and rui is the real rating. The lower the MAE, the more accurately

it works the RS engine in predicting the decision-maker ratings.

In the case of the conjugation of the two measures, if a dataset has a small MAE but a high

RMSE, it means that generally, the predictions are near correct values, but there are some strongly

incorrect results (Frémal and Lecron, 2017).

Decision Support Accuracy Metrics The decision support accuracy metrics are used to eval-

uate the top-N recommendations for a decision-maker. There are RS which produce recommen-

dations as a ranked list of items, ordered by decreasing relevance. These measures are related to

the decision-maker’s ability to select high-quality recommendations for the offered items. These

metrics include precision, recall, and F1 score (Gaillard, 2014).

For the computation of these metrics, it is necessary to take into account the following four

different values:

• True Positive (TP): the system recommends an item that the decision-maker is interested

in;
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• False Positive (FP): the system recommends an item that the decision-maker is not inter-

ested in;

• True Negative (TN): the system does not recommend an item that the decision-maker is

not interested in;

• False Negative (FN): the system does not recommend an item the decision-maker is inter-

ested in.

These values, TP, FP, TN and FN, are used to build a confusion matrix that represents the four

possible outcomes of any recommendation, and if the recommended item is relevant to a decision-

maker, it will be considered successful; otherwise, it is not successful. The metrics mentioned

above are computed based on calculating the confusion matrix (see Table 4.2).

Table 4.2: Confusion matrix for a recommendation system.

Successful Recommendation Unsuccessful Recommendation

Recommended TP FP
Not Recommended FN TN

The precision determines the proportion of relevant items in the recommended list presented to

the decision-maker (Fayyaz et al., 2020). The calculation is performed according to Equation 4.3.

Precision =
T P

T P+FP
(4.3)

The recall metric, calculated according to Equation 4.4, represents the proportion of relevant

recommended items to the total number of items that should be recommended, measuring the

coverage of the recommended items (Fayyaz et al., 2020).

Recall =
T P

T P+FN
(4.4)

The F1 score (see Equation 4.5) is one of the most common F-measures derived from the

precision and recall measures, conveying the balance between these two measures. If the measure

is 1, it means that the precision and recall are perfect, while if it is 0, it implies that it is not possible

to have precision and recall (Fayyaz et al., 2020).

F1score = 2× Precision×Recall
Precision+Recall

(4.5)

In the state-of-the-art assessment of recommendation approaches, the most used metrics are

RMSE and MAE, which are also the choice for the assessment of the SimQL approach.

4.3 Summary

The case study of IML, the battery pack assembly line, involves the analysis of different scenarios

that include various logistical challenges like the optimal number of AGVs and their battery charg-
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ing and resumes profiles. However, using the real system for experimentation is not feasible for

several reasons, firstly, using the real system requires a significant number of human interactions,

making it inefficient in testing diverse experimental scenarios. Secondly, ethical concerns arise

when considering the human involvement in the experimental setup, such as consent, participant

safety, and privacy. Lastly, sustaining the real system demands the availability of multiple individ-

uals to cover shifts during its operational period, posing logistical challenges and increasing the

necessity of human resources.

In this way, regarding the evaluation of the SimQL approach is going to be applied an offline

evaluation method, based on the characteristics of the case study and the advantages of the method,

for example, the ability to help in the understanding of the impact and performance of an algorithm

in specific circumstances as is the case of cold-start and data sparsity problems. Considering the

evaluation metrics used in the state-of-the-art and the chosen evaluation method, the RMSE and

MAE were the chosen evaluation metrics.



Chapter 5

Experimental Validation and Results

In the previous chapter, the case study and the problem statement were presented along with

the evaluation procedure, including the evaluation method and metrics for assessing the SimQL

trust-based recommendation approach. The validation of the proposed recommendation approach

plays a vital role in guaranteeing its applicability and ensuring the quality and accuracy of the

recommendations that are produced.

This chapter intends to present the experimental validation of the proposed SimQL trust-based

recommendation approach based on an academic case study, described in Section 4.1, related

to a battery pack assembly line, called IML, at WMG, University of Warwick, that lies within

the manufacturing domain. The performance measures it allows to assess the proposed approach

are also described in Section 4.2. The performance of the experimental validation of the SimQL

approach enables the answer to the research questions set out at the beginning of this document

(Section 1.2) and proves the thesis statement.

The remainder of this chapter is structured as follows:

• Section 5.1: presents the preliminary experiments assessing the validation of the space sce-

nario generation for the what-if simulation, the validation of the RL algorithm capability to

perform recommendations and optimal parameters, and the validation of the similarity and

trust measures.

• Section 5.2: presents the comparison in terms of performance of the SimQL approach with

a simpler version, QL algorithm, and with the traditional and social state-of-the-art ap-

proaches, using the RMSE and the MAE evaluation metrics.

• Section 5.3: presents the results for the sensitivity analysis for the SimQL approach per-

formed using a fuzzy logic approach.

• Section 5.4: summarises results presented this chapter.

83
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5.1 Preliminary Experiments

In the preliminary phase of this PhD research work, the results from the validation of the individual

parts, as the what-if engine and simulation, the RL algorithm for performing recommendations,

and the similarity and trust measures of the SimQL recommendation approach are presented. It is

important to note that these experiments do not intend to validate the SimQL approach. However,

instead, the achieved results will demonstrate the functionality of each one of the blocks that make

up this approach.

5.1.1 Validation of the What-if Engine

The validation of the what-if engine was performed following experiments going from simpler to

more complex examples considering the model of the extended assembly line. Each experiment

has its own goal related to the action of performing decision-making (e.g., decide what is the

best number of AGVs), having to define which DoFs are possible to be involved in making that

decision, which will be used in the scenario generation. An extended description of the DoFs is

provided in Subsection 4.1.1.

The experiments were performed using an Intel Core M-5Y71 1.20GHz CPU with 8 GB

RAM on a Windows 10 Pro System, using Python 3.7 to implement the what-if engine and the

FlexSim R©simulation software to perform the simulation of each generated what-if scenario.

Experiment WT-IF1: considering the Recommendation Scenario 1, the main goal of this

experiment was to determine what was the best number of AGVs for the assembly line represented

in the model (defined in Subsection 4.1.1) considering a fixed recharge and resume threshold of

30% and 80%, respectively (DoF 1 and DoF 2). The established independent DoF where (DoF 3)

the number of AGVs in Part 1 (from 1 to 3 with the increment of 1), (DoF 4) the number of AGVs

in Part 2 (from 1 to 3 with the increment of 1), and the (DoF 5) time horizon of 24h. Figure 5.1

illustrates the relationship between the DoFs in Experiment WT-IF1 for the generation of the

what-if scenarios.
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Figure 5.1: What-if engine, Experiment WT-IF1, generating 9 what-if scenarios.

Based on the established what-if engine and the established DoFs for the experiment, it was

possible to generate 9 what-if scenarios (Pires et al., 2021b). The total execution time for the what-
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if engine to generate the 9 what-if scenarios was 0.002 seconds, and the total simulation time was

0.81 hours.

Experiment WT-IF2: considering the Recommendation Scenario 2, in this experiment, it

was considered a general assessment of what would be the best assembly scenario in terms of the

number AGVs, charging profile for the different time horizons, having as base all the five DoFs,

the recharge threshold (DoF 1), ranging from 30% to 70% with increments of 10%, the resume

threshold (DoF 2) ranging from 40% to 90% with increments of 10%, the number of AGVs per

semi-line, varying between 1 and 3 (DoF 3 and DoF 4), and the time horizon varying between

8, 16 and 24h (DoF 5). Figure 5.2 illustrates the relationship between the DoFs in Experiment
WT-IF2 for the generation of the what-if scenarios.
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Figure 5.2: What-if engine, Experiment WT-IF2, generating 540 what-if scenarios.

Based on the established what-if engine and DoFs established for the experiment, it was pos-

sible to generate 540 what-if scenarios (Pires et al., 2023). The total execution time for the what-if

engine to generate the 540 what-if scenarios was 0.053 seconds, and the total simulation time was

13.73 hours.

The what-if engine was validated considering the defined model and the recommendation sce-

narios in Subsection 4.1.2. The two experiments show the capability of the what-if engine to

generate different testing scenarios even with increased complexity, involving five dynamic DoFs.

The engine can also handle the restrictions/dependencies between DoFs (e.g., the recharge thresh-

old has to be smaller than the resume threshold), possibly adding more restrictions depending on

the case study. In terms of the time for generating the what-if scenarios, the system can gener-

ate relatively quickly (e.g., it took 0.053 seconds to generate 540 scenarios), even with reduced

computational power. Regarding the simulation time, the system takes 13.73 hours to simulate 540

what-if scenarios given the DoFs used for the recommendation scenarios, but this can be improved

by providing a more powerful computational platform to simulate all the what-if scenarios.
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5.1.2 Validation of the RL algorithm

The validation of the RL algorithm, in this case, the Q-Learning algorithm to perform recommen-

dations, considers the established virtual model and the what-if scenarios generated in Experiment
WT-IF1 of the validation of the what-if engine. As was mentioned before, the main goal of the

experiment was to determine the best number of AGVs for the assembly line (Recommendation
Scenario 1). After having the what-if scenarios simulated, the best scenario will be recommended

based on the Q-Learning algorithm, integrated with similarity and trust measures.

The recommendation algorithm was implemented using the Python programming language,

and the initial Q-Table was attained by filling it with random values. Two trust states were defined,

"1" if "trustworthy" and "0" if "untrustworthy". For the trustworthy states towards the scenarios,

the reward is 1 if this has a throughput above average and presents two or less AGVs in the Part

1 and two or less AGVs in the Part 2. If one of these parameters is not met, the reward is 0.5. In

the case of untrustworthy states, the reward will be -1. After performing the training phase, the

first recommendation comprises the three best scenarios ranked according to the following value

calculation Rvalue = Q(1,at)−Q(0,at), which penalises the untrustworthy scenarios.

The algorithm is responsible for learning from the user feedback and giving an appropriate

recommendation in a timely manner. Considering all the variables involved in the Q-function, the

learning rate, α,(0 < α < 1), determines the rate at which the algorithm will learn new informa-

tion.

Based on this, an experiment was conducted to determine the capacity of the Q-Learning

algorithm to perform recommendations of the what-if scenarios (Note: the what-if scenarios can

be identified in Figure 5.3 by their ID on the right on each graph) in a timely manner varying the

learning rate from 0.1 to 0.9 with increments of 0.1, verifying the effect of the learning rate in the

RS. Figure 5.3 illustrates the results of the performed experiment.

The results show that the learning process for the learning rate of 0.1 is very slow, taking

at least four iterations to learn from the users’ feedback and change the order of the scenarios.

Although the order changes, the system does not propose a new scenario for replacing the scenario

with no user interest in the ten iterations performed. With a learning rate of 0.7, it is possible to

observe a faster pace in the learning process, taking only one iteration to learn and propose a

new scenario. However, after the third iteration, it is possible to note an unstable behaviour in

selecting alternative scenarios due to the existence of a few scenarios and the fact that the Q-

Learning algorithm is value-based. The exploration of alternative recommendations is restricted

to the algorithm’s available scenarios and learning capabilities. Therefore, there is a need to adjust

the ideal learning rate value to balance the learning process between a fast pace and one that does

not lead to an unstable and chaotic situation. Considering the presented results, it is possible

to conclude that the Q-Learning algorithm, as a recommendation algorithm, can perform timely

recommendations, depending on the choice of learning rate value.

Considering the obtained results, from now on, the learning rate to be used in all the experi-

ments involving the Q-Learning algorithm is α = 0.7.
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Figure 5.3: Comparison of results for 0.1≤ α ≤ 0.9.

5.1.3 Validation of Similarity and Trust Measures

For the validation of the application of similarity and trust measures in the SimQL approach, it was

considered experiments focusing on the recommendation of the scenarios with the best number of

AGVs for the assembly line (Recommendation Scenario 1), considering the system’s performance

measured by the throughput and by the user trust history about the previously recommended sce-

narios. In this case, the defined virtual model was considered to illustrate the basic functioning

of the SimQL recommendation approach and the results from applying the similarity and trust

measures. For these experiments, it was taken into consideration the results from the what-if sim-

ulation obtained in the Experiment WT-IF1, being the simulation results of the what-if scenarios

summarised in Table 5.1.

Table 5.1: Simulation results for the what-if scenarios from Experiment WT-IF1.

Scenario ID DoF 1 DoF 2 DoF 3 DoF 4 DoF 5 Throughput Charging Time (h)

1 30% 80% 1 1 24h 1403 9.03
2 30% 80% 1 2 24h 1677 13.56
3 30% 80% 1 3 24h 1524 15.06
4 30% 80% 2 1 24h 1219 10.54
5 30% 80% 2 2 24h 1725 16.56
6 30% 80% 2 3 24h 2103 22.59
7 30% 80% 3 1 24h 1139 13.55
8 30% 80% 3 2 24h 1498 18.06
9 30% 80% 3 3 24h 2075 22.58

The what-if scenarios present the DoFs, some simulation results, the throughput and the total
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charging time of the AGV system. In order to test the proposed approach, it was also considered

different trust rating profiles for the users according to the information in Table 5.2.

Table 5.2: Characterisation of the user’s trust rating profile.

User Description

User #1 (u1) Trust rating profile for scenarios with a high number of AGVs (five to six AGVs in total for the
assembly line)

User #2 (u2) Trust rating profile for scenarios with the same AGVs number in the Part 1 (P1) and Part 2 (P2)
User #3 (u3) Trust rating profile with a preference for scenarios with three AGVs in the Part 2 (P2)

The experimental validation was performed in two types of experiments: the first with Decision-

Makers Experiments, presenting the results of the recommendations according to the decision-

maker trust rating profile, and after a change in that profile, and the second with the Cold-Start

Experiments, in which new scenarios that other decision-makers never rated were included, and

also a variation where other decision-makers already rated the new scenario.

5.1.3.1 Decision-Maker Experiments

The first set of experiments presents the basic functioning of the SimQL approach based on three

different decision-makers trust rating profiles (see Table 5.2). Figure 5.4 illustrates the recommen-

dation results for the trust rating profile of User 1.

Trust ChangeRandom + Simulation

ScenariosUser 1 Feedback

Figure 5.4: Recommendation results considering User 1 trust rating profile change.

The results show that the RS model is capable of learning throughout time, being able to

suggest scenarios aligned with the preferences of User 1, which are scenarios with a higher number

of AGVs. Initially, the recommendations are based on a random initialisation and the simulation

results of the scenarios, with the recommended scenarios presenting throughput values higher than

average (in this case, scenarios #9, #6, and #5). After the first iteration, the user starts providing its

trust rating for the recommendations. Considering the User 1 trust rating profile, the system takes
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six iterations to learn the profile preferences of the user and recommend scenarios #9, #8, and #6,

which are the scenarios with the higher number of AGVs.

In order to demonstrate the system’s adapting capabilities for changes in the user trust rating

profile, there is a shift in the User 1 trust rating profile at the ninth iteration. This can be justified,

for example, by a shift in the user perception of what is best for the functioning of the line. In this

way, the User 1 shifts its trust rating profile, starting to prefer scenarios with four AGVs in total

(e.g., two AGVs in the Part 1 and two AGVs in the Part 2). The system begins recommending the

new scenarios that follow the change of the user trust profile on the twelfth iteration. However,

only on the fourteenth iteration, the system recommends scenarios with four AGVs, i.e., scenarios

#7, #3, and #5. This means that the RS learns takes four iterations to perform recommendations

according to the new trust rating profile of the user.

5.1.3.2 Cold-Start Experiments

The second set of experiments considers the cold-start problem and considers that there are two

types of experiments being performed, defined as follows:

• Experiment CSE1: relates to the recommendation performance of a new what-if scenario

never rated by any user in the system.

• Experiment CSE2: considers the recommendation of a new what-if scenario for a specific

user, which was already rated by other users in the system.

Considering the recommendation approach performing recommendations, for the Experiment
CSE1, the results are presented in Figure 5.5 illustrating the recommendation without any mitiga-

tion measure.

New Scenario #10 is added

Without Scenario
Similarity

Scenarios

Figure 5.5: Recommendation results considering Without Scenario Similarity measure.

This graph presents the recommendations being performed considering the initial set of sce-

narios, and when reaching the tenth iteration with the system, a new what-if scenario (#10) is
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added to the system. This scenario (#10) has the following DoFs, DoF 1 20% recharge threshold,

DoF 2 50% resume threshold, DoF 3 with 3 AGV in P1, DoF 4 with 3 AGV in P2, and DoF 5

with 8 hours time horizon. This new scenario has no rating history, suffering from cold-start prob-

lems. Even though this what-if scenario has the qualities that the user rating is looking for, without

similarity measures, it will only recommended when the RL algorithm is performing exploration

of new what-if scenarios, which can take time. Figure 5.6 illustrates the recommendation results

considering the application of the Scenario Similarity measure for a new what-if scenario that was

never rated (Experiment CSE1). The new what-if scenario is added at the tenth iteration of the

user with the system.

Application of
Scenario Similarity

New Scenario #10 is added

Scenarios

Figure 5.6: Recommendation results considering Scenario Similarity measure.

In this case, to mitigate this problem, the Scenario Similarity (sim(a10,a j)) between this new

what-if scenario and the other rated what-if scenarios was calculated by calculating the scenario

similarity, it was possible to conclude that the most similar scenario is scenario #9 (sim(a10,a9) =

0,989849). Therefore, to have additional initial values to perform the recommendation, the Q-

values from the most similar scenario are used as the initial values for the new what-if scenario.

Based on this and the trust profile of u1, the system recommends the new scenario as one of the

three best scenarios to apply in the eleventh iteration.

Comparing the graph in Figure 5.5 with the one in Figure 5.6, it is possible to conclude that

when the system does not have embedded mitigation techniques for the cold-start problem, the sys-

tem cannot recommend the new scenario as fast as considering a system with Scenario Similarity.

This proves that using the Scenario Similarity effectively handles the new scenarios cold-start

problem within the proposed RS.

Considering the Experiment CSE2, the implemented mitigation techniques for the cold-start

problem are User Similarity and User Reputation. Figure 5.7 illustrates the recommendation re-

sults for three different users with different trust rating profiles, considering the iteration of the

system throughout time.
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Figure 5.7: Recommendation results considering User Similarity measure.

The initial recommendations until the ninth iteration were made for u1 for which the new

scenario was added at the seventh iteration, and since there was no history on this scenario, it

was calculated the Scenario Similarity. Following this, u2 started requesting recommendations,

and the new scenario (#10) was added at the fourteenth iteration. Since there is a trust rating

history from u1, it is possible to calculate the user similarity (sim(u2,u1) = 0,905941). Since

the used similarity value is greater than 0.5, the Q-values of the new scenario from u1 are set

as the initial values for u2. If the user similarity value is less than 0.5, the scenario similarity

would be calculated since 0.5 was the established threshold for considering the admissible user

similarity value. Lastly, u3 starts requesting recommendations, and the new scenario (#10) is

added at the twentieth iteration. At this moment, the user similarity between u3 ant the other two

users is calculated (sim(u3,u1) = 0,752645,sim(u3,u2) = 0,457391). This means that the user

with higher similarity to u3 is u1. Therefore, the system assigns the u1 Q-values from the new

scenario to u3 as the initial values.

Figure 5.8 presents the results from a specific experiment in which the application of the user

similarity is not enough to decide which user is more similar, and it is necessary to apply the User

Reputation. For this experiment, it was considered the same trust rating profile for u1 and u2.

The recommendation for u3 started at the twenty-first iteration, and the new scenario (#10)

was added at the twenty-fourth iteration. Since the user similarity between u3 and the other two

users are the same, i.e., sim(u3,u1) = sim(u3,u2) = 0,819810, the user reputation is applied as a

tie-breaking measure. Considering the values from the social trust network, the reputation of u1 is

rep(u1) = 0,168013, and the reputation of u2 is rep(u2) = 0,301, which means that the reputation

of the u2 is the higher value and the Q-values of the new scenario from the u2 are assigned as the

initial values for u3 new scenario, mitigating the cold-start problem.

Considering the results of these experiments, it is possible to conclude that applying mitigation
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Figure 5.8: Recommendation results considering User Reputation measure.

techniques as similarity and trust measures improves the performance in cold-start situations of

the SimQL recommendation approach, i.e., converging faster and more accurately to the desired

system configurations. Particularly, the recommendation approach can adapt to the user trust

changes in the trust rating profile (taking three to five iterations to learn the new trust tendency

of the user). In cold-start situations, the system can provide recommendations more efficiently by

applying similarity measures, such as scenario and user similarity, instead of the RL algorithm’s

random initialisation of the q-values.

5.2 Comparison with State-of-the-Art Approaches

This set of experiments aims to evaluate the metrics of the proposed recommendation approach

by comparing it with the state-of-the-art approaches. For these experiments, it was considered

the model of the case study, considering also the set of simulated what-if scenarios attained based

on the Experiment WT-IF2 performed in Subsection 5.1.1. The SimQL recommendation ap-

proach is used to recommend the best logistical scenario from the set of generated scenarios

(Recommendation Scenario 2). The what-if scenarios are evaluated in terms of the best num-

ber of AGVs operating in the line, considering the analysis of the results from the simulation, the

user trust rating, the trust history in the RS, and the user social trust network.

The main purpose of the SimQL approach is to recommend the best scenarios according to

the individual users’ trust rating profile. The created datasets used to support this evaluation,

represented in Table 5.3, are divided into sub-datasets with a different number of users, scenarios,

density, and sparsity levels, and it was applied a k-fold cross-validation technique, 5-fold cross-

validation. This technique is usually used to evaluate the performance of a model, where the

dataset is split into k number of folds, where k refers to the number of groups the data sample is

split into.
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Table 5.3: Characterisation of the experimental datasets.

Dataset Users Scenarios Ratings Avg.NoRatings/User Avg.NoRatings/Scenario Density Sparsity
D1 2 23 31 15,50 1,35 67,39% 32,61%
D2 3 26 48 16,00 1,85 61,54% 38,46%
D3 6 47 56 9,33 1,19 19,86% 80,14%

The three datasets were created, including users’ feedback for different scenarios modelled ac-

cording to a specific user bot defined with a different trust rating profile for each user. The datasets

were constituted in a way that enabled the evaluation of the different approaches on different spar-

sity levels and several cold-start users and scenarios. In order to attain different sparsity levels,

it was necessary to establish datasets with different numbers of users, scenarios and ratings. The

initial dataset had 540 scenarios, which, at the time of recommendation, would become compu-

tationally heavy and time-consuming, making it necessary to apply scenario reduction techniques

based on the simulation results. Since it is an industrial environment, the presence of few users is

a recurrent variable in these systems, which is necessary for a RS capable of working with a small

dataset with few users and rating information.

The density level is the ratio between the number of actual ratings (ActR) and the number of

possible ratings (PosR) that can be calculated by multiplying the number of users by the number

of scenarios. The Equation 5.1 calculates the density of a dataset.

Density =
ActR
PosR

×100 (5.1)

The sparsity level can be calculated based on the density, as the sum of the two has to be 100%.

The Equation 5.2 calculates the sparsity level of the dataset.

Sparsity = 100−Density (5.2)

The experimental validation metrics that are usually used to evaluate the predictive rating

accuracy for a RS approach are the MAE and RMSE, defined in Subsection 4.2.2.

5.2.1 Comparison between SimQL and QL Algorithms

A simple version of the SimQL recommendation approach, hereafter called QL, was also imple-

mented to serve as a comparison. The QL algorithm only considers the Q-learning algorithm

reporting only on the user trust rate and acceptability, and it does not consider any similarity

measures or different predicting rating calculation equations. This model was defined as an in-

termediate approach highlighting the benefits of applying similarity and trust measures to address

the cold-start and data sparsity problems.

In order to verify what are the actual performance differences between the two approaches,

SimQL and QL, a study was conducted comparing the two approaches. Considering that the pro-

posed approach is an iterative method, an experiment was performed for which the dataset ran
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continuously, performing recommendations for one user at a time and observing the performance

of the models in terms of rating prediction accuracy. This study allowed to compare how the in-

tegration of the similarity and trust measures and the dynamic predicting of trust rating changes

the performance of the proposed algorithm. Figure 5.9 illustrates the results of the RMSE for the

SimQL and QL models in twenty-five iterations and considering the dataset D1, with the lower

level of sparsity and the lower number of cold-start users and scenarios.

u1 u2 u1
Scenario rated by u2

u2 u1 u2

Scenario rated by u1

u1

Figure 5.9: Comparison of the performance of SimQL with QL for dataset D1.

In the RMSE graph for dataset D1, it is possible to observe a significant increase in the RMSE

value at the fifth and from the ninth to the twelfth iteration. In the fifth iteration, this is due to

the first change of user, introducing a cold-start user with no previous rating history and starting

to rate never-rated scenarios. The system uses the scenario similarity measure, but the scenario

may be too different, influencing a less accurate prediction. The first scenario, already rated by

another user, is introduced in the ninth iteration. The user similarity is calculated, and since

there is little historical information for both users, similarity calculation may not be very accurate,

changing the following predictions based on this result, which can be classified as an outlier.

The significant increase in the RMSE measure may be due to its susceptibility to outliers. In

the twentieth iteration, there is again a user similarity calculation, but now with more historical

information, which translates into an insignificant increase in the RMSE.

Figure 5.10 illustrates the results of the RMSE for the SimQL and QL models in twenty-five

iterations and considering the dataset D3, with the higher level of sparsity and the higher number

of cold-start users and scenarios.

In the dataset D3 graph, the introduction of the users is performed until the twelfth iteration,

which means that the algorithm will have more basic information to perform the recommendations.

This increases the RMSE from the third to the sixth iteration, possibly due to new scenarios that
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Figure 5.10: Comparison of the performance of SimQL with QL for dataset D3.

are very different from those with historic rating information. In the eighth iteration, the User 3 is

rating a scenario already rated by User 1, applying the user similarity and significantly increasing

the RMSE.

For the dataset D1, the RMSE of the QL model is significantly higher than the SimQL model,

which means that the SimQL model performs better than the QL. Considering the performance of

both models, the SimQL outperforms the QL model in the two situations analysed. Implementing

the similarity, reputation and trust measures within a RL algorithm for recommendation signifi-

cantly contributes to handling cold-start users/scenarios and data sparsity problems. Particularly,

the SimQL model, on average, performs better in a dataset with more users and scenarios and can

handle the data sparsity problem without sacrificing performance.

Regarding datasets D1 and D3, there are significant differences in their constitution, with

dataset D1 having only two users and dataset D3 having six users; the number of scenarios to

be evaluated is also different, being 23 and 47, respectively, and consequently, the sparsity levels

are also quite different, 32% and 80%. These differences are also noted in the evolution of the

RMSE over the iterations, and for the dataset D3, the values of the SimQL model stabilised earlier.

Although dataset D3 has more users, which means it is more likely to be subjected to cold-start

users, and the sparsity level is higher, the fact that all users are introduced early in the recommen-

dation cycle until the twelfth iteration makes the system more stable and on a path of continuous

improvement.

5.2.2 Comparison of SimQL with State-of-the-Art Approaches

The SimQL was also compared with the state-of-the-art recommendation approaches, namely two

merely based on ratings models, UserCF (Resnick et al., 1994) and SVD++ (Koren, 2010), three

early TBR models, SocialRec (Ma et al., 2008), SocialRSTE (Ma et al., 2009), SocialReg (Ma
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et al., 2011), and three latest state-of-the-art TBR models, SocialMF (Jamali and Ester, 2010),

TrustWalker (Jamali and Ester, 2009), and TrustSVD (Guo et al., 2015). These methods are al-

ready mentioned in Subsection 2.3.2, but a summary overview will be provided as a reminder.

UserCF, was one of the first CF models, being based on the user ratings on the users’ similarity of

preferences (Resnick et al., 1994). Based on the CF approach is the SVD++, being classified as a

latent factor model, which bases its recommendations on the matrix factorisation, including a set

of factors that model the item-item relations, and the users’ implicit feedback (Koren, 2010). The

SocialRec integrates the concept of social regularisation into a matrix factorisation model, using

a user-feature matrix factorised by ratings and trust (Ma et al., 2008). The SocialRSTE proposes

a social trust ensemble method to linearly combine a basic matrix factorisation model and a trust-

based neighbourhood model (Ma et al., 2009). SocialReg uses a user-specific vector to calculate

the average of their trusted users. This average is then used to create a new matrix factorisation

model that leverages social relationships between users to improve its performance (Ma et al.,

2011). The SocialMF is based on the principles of the SocialRec, reformulating the use of trusted

users to form the active user’s user-specific vector and enabling the trust propagation property. In

this model, a user’s features depend on the features of its direct neighbours, and recursively, the

features of the direct neighbours are also dependent on its direct neighbours. This method com-

bines matrix factorisation with trust propagation to produce recommendations (Jamali and Ester,

2010). The TrustSVD model is an extension of the SVD++ model that includes a trust-based ma-

trix factorisation technique, which uses rating explicit and implicit feedback, and the explicit and

implicit user social trust data. The model was adapted with a weighted regularisation to regularise

the latent feature vectors of the user and items (Guo et al., 2015). Lastly, the TrustWalker model

is based on a random walk model that combines an item-based ranking method and a trust-based

nearest neighbour model. The model considers the ratings of the target item and of the similar

items, the probability of using the rating of the similar item is directly affected by the length of

the walk. With the TrustWalker, it is possible to calculate the confidence of the made predictions

(Jamali and Ester, 2009). These models were implemented following the implementation provided

by Zhang et al. (2018), using an Intel Core M-5y71 1.20 GHz CPU with 8 GB RAM to run all the

approaches on a Windows 10 Pro system.

Table 5.4 summarises the achieved MAE and RMSE results for the experimental tests consid-

ering the different approaches and the three datasets. Note that the Deviation parameter indicates

the improvement of the performance of the SimQL model relative to the analysed model, which is

calculated through Equation 5.3.

Deviation =
VM−VSimQL

VM
×100 (5.3)

where the VSimQL represents the RMSE or MAE value of the SimQL model, and VM is the value for

the model to be compared.

Considering the results presented in Table 5.4, each dataset’s best and worst models are identi-

fied with the RMSE values in bold. Regarding the state-of-the-art models and the recommendation
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Table 5.4: Comparison of the performance of SimQL model with the state-of-the-art recommen-
dation models.

Model Dataset D1 Dataset D2 Dataset D3
RMSE

Deviation
MAE

Deviation
RMSE

Deviation
MAE

Deviation
RMSE

Deviation
MAE

Deviation

Proposed
Model

SimQL 1,523 1,004 1,734 1,295 1,562 1,367

QL
3,994

61,87%
3,536

63,36%
3,522

51,14%
3,088

58,05%
3,328

53,05%
2,876

52,48%

Traditional UserCF
3,569

57,33%
2,989

56,66%
2,565

32,90%
1,932

32,96%
2,240

30,24%
1,639

16,63%

SVD++
3,663

58,42%
3,117

56,14%
2,734

37,04%
2,238

42,12%
2,474

36,85%
2,066

33,87%

Social

SocialRec
3,031

49,76%
2,504

48,27%
2,469

30,28%
1,939

33,19%
2,056

24,00%
1,603

14,74%

SocialRSTE
3,057

50,18%
2,724

52,45%
2,882

40,28%
2,574

49,68%
2,574

39,30%
2,275

39,93%

SocialMF
3,637

58,13%
3,123

58,53%
2,917

41,00%
2,468

47,52%
2,502

37,54%
2,118

35,49%

SocialReg
3,191

52,27%
2,697

51,97%
2,695

36,13%
2,200

41,12%
2,212

29,38%
1,814

24,65%

TrustWalker
2,453

37,92%
2,113

38,70%
2,695

36,13%
2,298

43,62%
2,484

37,10%
2,103

35,00%

TrustSVD
2,821

46,02%
2,428

46,64%
2,560

32,76%
2,067

37,35%
1,918

18,54%
1,498
8,80%

accuracy, for the dataset D1, the TrustWalker was the best-performing model with an RMSE 2,453.

This method uses the rating prediction of the user-scenario rating information and the user trust

data from which a trust network is built. One of the reasons this model is the best-performing

model is that it performs simulated random walks on the trust network for each user, collecting

information about the direct and indirect relationships between users. The use of trust measures

in RSs has a direct correlation with improvement in terms of performance. In this case, dataset

D1 presents only two users, making the trust network less extensive, consequently improving the

model’s accuracy since the trust network loses accuracy with the increase in size. In the dataset

D2, the best-performing model was SocialRec, with an RMSE of 2,469. One of the main rea-

sons for this is that the model uses social influence in the recommendation process, considering

the users’ individual and friends’ preferences. This is achieved by fusing the user-rating matrix

with the user’s social network using a probabilistic matrix factorisation. The TrustSVD model was

the best-performing method for the dataset D3, with an RMSE of 1,918. Although the implicit

information about the user-scenario rating is not present in this dataset or the other two datasets,

this method outperforms the other methods. Despite the lack of explicit and implicit informa-

tion by the TrustSVD model, this method also uses a weighted regularisation technique to avoid

the over-fitting of the model learning and the user trust for the rating prediction, and it uses the

trust network of users considering only the direct relationships between the users. Although these

methods are all social recommendation models, there are fundamental differences between them

and how they perform recommendations, which results in different best-performing models for
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each dataset with different conditions.

Regarding worst methods, in the dataset D1, the SVD++ model was the worst performing

method, with an RMSE of 3,663. For this model to work well, it requires a large dataset with a

large set of implicit user-scenario rating information since this information is the basic information

used for the rating prediction calculation in this model. This model works better under sparse data,

which does not happen in this dataset (sparsity = 32,61%). For the dataset D2, the worst method

was the SocialMF with an RMSE of 2,917, which uses the matrix factorisation-based model for

recommendation in social rating networks, incorporating trust propagation. This model needs

relevant and a large amount of social information to efficiently incorporate it into the recommen-

dations, which may be difficult in a dataset with three users. One of the main characteristics of the

method is its ability to reduce the RMSE significantly for cold-start users, which in the dataset D2

is not present since there is a rate of 61,54% of dataset density. In the dataset D3, the worst per-

forming method is the SocialRSTE with an RMSE of 2,574, which uses a factorised user-scenario

rating matrix and the social trust network then applied in a probabilistic framework and gradient

descent objective function. One possible reason this method is the worst is that it performs best

in very large datasets, the approach scales linearly with the number of observations, and the pro-

vided dataset is of a small dimension. The quality and quantity of the user-item interactions and

available social information can influence the recommendation models’ performance.

In a high-level analysis, on average, the social recommendation models perform better than

the traditional recommendation methods. The differences in performance start to decrease with

the increase in the dataset size, considering the number of users, scenarios and ratings. From the

results presented in the table, the proposed SimQL consistently outperforms the tested state-of-

the-art methods, presenting a stable performance throughout the three datasets in terms of RMSE

and MAE. For the dataset D1, the model improves 37,92% regarding the TrustWalker, for the

dataset D2 improves 30,28% relative to SocialRec, and for the dataset D3 improves 18,54% re-

garding the TrustSVD. In summary, the SimQL model presents a high percentage of performance

improvement in all datasets and can alleviate data sparsity problems and cold-start users/scenar-

ios. The main difference between the SimQL model and the other social recommendation models

is the combination of a RL algorithm with similarity measures, social trust data for performing

recommendations, and a dynamic system for rating prediction calculation.

Considering the QL approach, from a general perspective and compared with the state-of-the-

art methods, the results show that the QL approach is the worst performing method for the three

datasets. This method only considers the user-item rating and the user-acceptability information,

which limits the method’s performance in rating prediction. Since the method is based on RL,

its performance is also limited by the definition of the parameters, such as the reward function,

learning rate, and discount factor for future rewards. The model’s performance is also dependent

on the quality of the interaction with the user since this is a sequential model dependent on the

user interaction.

Taking everything into consideration all the presented results, there are several advantages of

applying the SimQL approach to the specified case study, namely a faster identification of the
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best scenarios allowing for a near real-time intervention, a selection of the best scenarios not only

based on the simulation results but also on the human knowledge of the system, and the capabil-

ity of handling problems as cold-start and data sparsity which are recurrent in recommendation

environments.

To summarise, the SimQL model outperforms the QL model and the other state-of-the-art mod-

els, having the capability to handle problems such as cold-start users and data sparsity. These pre-

liminary results reveal that the combination of similarity, reputation measures, and trust measures

with a learning algorithm can deal with the most recurrent problems of traditional approaches.

5.3 Sensitivity Analysis of the RS Parameters

Sensitivity analysis is usually performed to understand how the changes in the input parameters of

a system can affect the system’s output. Considering the proposed RS model, a sensitivity anal-

ysis was performed to evaluate the impact of variations in input parameters on the performance

and robustness of the model, which could contribute to the improvement of the accuracy and qual-

ity of the recommendations made by the RS (Maida and Obwegeser, 2012). The acceptance and

adoption of the RS depends on the quality and accuracy of the recommendations produced by the

system. In this case, a fuzzy logic approach was proposed to determine the optimal operating con-

ditions and the most influential parameters for the proposed model regarding the recommendation

quality.

In the case of the RS field, the definition of the parameters involved in developing a RS can

have a high level of impreciseness and uncertainty since it can be domain-dependent. For example,

the vagueness of what can be considered a small or large number of users for a system is very

dependent on the application domain. In the case of the manufacturing domain, 100 users can

be a large number of users, but for e-commerce, this is a small number of users. Considering the

uncertainty level associated with the RS design, the Fuzzy Logic can assess the system, particularly

focusing on the fuzzy sensitivity analysis (Jain and Gupta, 2018).

5.3.1 Definition of the Fuzzy System

The sensitivity analysis is going to examine the recommendation module’s RL algorithm, Similar-

ity Measures, and Trust Measures using a fuzzy logic approach, which has proven to be a flexible

method suitable for both types of scope. The general fuzzy system illustrated in Figure 5.11 was

combined into four systems to simplify the process and reduce the number of fuzzy rules and

system complexity.

The system is going to evaluate how the design variables, like Dataset Conditions, which is

the first fuzzy system (e.g., cold-start, data sparsity, normal conditions), trust factor, the second

fuzzy system, (e.g., trust measures, user similarity, user reputation), and the Learning factor, the

third fuzzy system, (e.g., learning rate, discount factor, and the number of iterations), impact the

Recommendation Quality of the model outputs, the fourth fuzzy system. For each system, the in-

put variables’ fuzzy sets were considered to be established using trapezoidal Matrix Factorisation
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Figure 5.11: General fuzzy system, with input variables and the four inference systems.

(MF)s, and each input variable has a specified range. The variable range for the MFs was deter-

mined based on the RS experiment’s performance and expected outcomes. The output variables of

each fuzzy system were similarly defined, with values ranging from 0 to 1. Figure 5.12 illustrates

the first fuzzy system to be analysed.
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Figure 5.12: Fuzzy system for the Dataset Conditions: fuzzy sets, membership functions, fuzzy
rules inference systems and solution space.

This system considers as input variables the number of users, number of scenarios, and number

of ratings. For each of these input variables, a fuzzy set was defined based on the following

linguistic terms: low (L), medium (M), and high (H). In the case of the outputs of the system, these

were the dataset conditions with which the RS is faced based on the input variables as cold-start,

data sparsity, or normal. According to the established decision table, illustrated in Figure 5.12, a

set of rules was established for the fuzzy inference system in the form of IF-THEN rules, mapping
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the MFs of the input variables to the MFs of the output variables. Each cell of the decision table

represents the result of an AND logical operation between the input variables.

IF number of users = L AND number of scenarios = H AND number of ratings

= L THEN dataset conditions = cold-start

This set of defined rules leads to a resulting space illustrated as a 3D cube. In these graphs,

the possible relationships between the variables and the consequent result can be observed.

Figure 5.13 illustrates the second fuzzy system related to the similarity and trust measures of

the SimQL approach.
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Figure 5.13: Fuzzy system for the Trust Factor: fuzzy sets, membership functions, fuzzy rules
inference systems and solution space.

This system considers as input variables the trust interactions, user similarity, and user repu-

tation, and these variables follow the linguistic terms established for the first system. In this case,

the trust interactions are related to the user interactions in their social network, which are directly

connected to the user reputation calculation. The output of this system will be a trust factor, which

verifies if the measures used fall into the scope of trustworthy or untrustworthy.

IF trust interactions = H AND user similarity = H AND user reputation =

H THEN trust factor = trustworthy

Following this, Figure 5.14 presents the third fuzzy system, which refers to the learning capa-

bilities of the RL algorithm of the SimQL approach.

This system comprehends as input variables the learning rate, discount factor, and number of

iterations, which are three of the main variables involved in the learning process of the algorithm.

These variables follow the linguistic terms established for the other two systems. The output that

results is a learning factor of the algorithm, translating into the learning capabilities of the system.

These can be good, fair or poor.

IF learning rate = M AND discount factor = H AND number of interactions

= M THEN learning factor = good.
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Figure 5.14: Fuzzy system for the Learning Factor: fuzzy sets, membership functions, fuzzy rules
inference systems and solution space.

Finally, Figure 5.15 presents the fourth fuzzy system, which considers as inputs the outputs of

the other three systems, focusing on the resulting recommendation quality.
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Figure 5.15: Fuzzy system for the Recommendation Quality: fuzzy sets, membership functions,
fuzzy rules inference systems and solution space.

The fourth fuzzy system’s output values determine the quality of the system’s recommenda-

tions. The recommendation quality can be classified into three types based on the environment

presented. For instance, an output of 0 indicates that the recommendation quality is poor, whereas

an output of 0.5 indicates the recommendation quality is fair, and an output of 0.8 indicates that
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the recommendation quality is good. Each Recommendation Quality level is defined according to

Equation 5.4, Equation 5.5, Equation 5.6, and Equation 5.7, ranging from 0 to 1.

x = R(d, t, l) (5.4)

O(poor) =


1 f or x≤ 0.3

0.4− x
0.1

f or 0.3≤ x≤ 0.4

0 f or x≥ 0.4

(5.5)

O( f air) =



0 f or x≤ 0.3 and x≥ 0.7
0.4− x

0.1
f or 0.3≤ x≤ 0.4

0.7− x
0.1

f or 0.6≤ x≤ 0.7

1 f or 0.4≤ x≤ 0.6

(5.6)

O(good) =


0 f or x≤ 0.6

0.7− x
0.1

f or 0.6≤ x≤ 0.7

1 f or x≥ 0.7

(5.7)

where, x is the crisp value of the recommendation quality fuzzy inference system, R(d, t, l) is the

recommendation quality fuzzy inference system with the input variables d, t, l being the dataset

conditions, trust factor and learning factor respectively, and O(quality) is the applicability of each

given x for each given quality level ∈ [Poor,Fair,Good].

The decision table is also illustrated in Figure 5.15, presenting the rules for the fuzzy inference

system for the Recommendation Quality. Considering the previous examples of IF-THEN rules

and the obtained results, in this case of recommendation quality, the one rule is as follows.
IF dataset conditions = cold-start AND learning factor = good AND

trust factor = trustworthy THEN recommendation quality = good

After analysing the resulting space for the recommendation quality system, it is possible to

conclude that a good learning factor and a trustworthy trust factor enable a good-quality recom-

mendation even if the dataset conditions are not ideal.

The author relied on acquired experience and knowledge to establish the configuration and

definition of the MFs, fuzzy sets and fuzzy rules. The relationships between variables were set

through empirical methods and computational experiments.

5.3.2 Validation of the Fuzzy System

The fuzzy sensitivity system was implemented in Python, using the library skfuzzy, which imple-

ments the Mamdani type fuzzy, having used the centroid method to perform the defuzzification

process. To determine if the fuzzy sensitivity system accurately translates recommendation quality
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and identifies the main variables that affect it, an experimental validation was performed regarding

two experiments:

• Experiment FS1: the trust factor was kept in trustworthy values, and the learning factor

(i.e., good, fair, poor) and dataset conditions (.e., cold-start, data sparsity, normal) were

changed iteration after iteration.

• Experiment FS2: the trust factor was kept at untrustworthy values, and the learning factor

and dataset conditions were changed as in Experiment FS1.

Figure 5.16 presents the results obtained for the Recommendation Quality fuzzy inference

system for Experiment FS1, and Figure 5.17 presents the results obtained for the Recommendation

Quality fuzzy inference system for Experiment FS2.
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Figure 5.16: Results of the Recommendation Quality fuzzy inference system for Experiment FS1.

After an in-depth analysis of the results, it was possible to verify that the fuzzy inference sys-

tem performs according to the established rules. Additionally, trust and learning factors are two
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Figure 5.17: Results of the Recommendation Quality fuzzy inference system for Experiment FS2.

of the three variables that most influence the recommendation quality of the system. This can be

determined by the changes in the recommendation quality from Experiment FS1 to Experiment
FS2 for the dataset conditions normal and for the learning factor poor and fair. For the Exper-
iment FS2, with a untrustworthy trust factor, the recommendation quality is poor and fair. By

changing this factor to trustworthy (Experiment FS1), the recommendation quality improves by

being fair and good, respectively. This fact shows that the trust data influences the quality of the

recommendations of the SimQL model.

Regarding the learning factor, it is possible to observe that the influence of this variable is

mostly on the recommendation quality of the cold-start and data sparsity cases since it is very

difficult for the recommendation model to perform well with these dataset conditions. A fair and

good learning factor produce recommendations with fair and good quality, even with an untrust-

worthy trust factor. This is due to the RL algorithm behind the recommendation model, enabling

the learning process interactively.

The dataset conditions can also influence the recommendation quality since the most signifi-
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cant changes in the recommendation quality from Experiment FS1 to Experiment FS2 are in the

normal dataset conditions. The recommendation model can produce fair and good recommenda-

tion even with a poor and fair learning factor, respectively. This shows that a dataset with optimal

operating conditions makes the recommendation model perform well, even at the expense of the

other variables.

5.4 Summary

Through the presentation of the preliminary experiments, it was possible to validate each part of

the recommendation approach individually, from the what-if simulation to the proposed recom-

mendation algorithm, Q-Learning, and the application of the similarity and trust measures.

After the initial validation, the proposed recommendation approach SimQL was compared with

its simpler version QL approach and with state-of-the-art approaches. According to the results,

the SimQL was the best-performing approach compared to the tested methods. These results also

demonstrated that the combination of an AI-algorithm with similarity and trust measures largely

influences the SimQL performance since the QL approach is the worst performing approach.

With the results obtained from the performed sensitivity analysis through the use of a fuzzy

logic system, it was possible to conclude that from the analysed parameters, the ones that most

influence the recommendation quality of the model are the trust and learning factors.



Chapter 6

Conclusions and Future Work

Due to the rise of digitalisation technologies, the manufacturing industry has become more reliant

on data and ICT. However, manufacturers are pressured to respond quickly to market demands,

making the performance of traditional decision-making during production processes more diffi-

cult. Within the manufacturing industry, the decision-making process primarily depends on the

decision-maker’s analysis and knowledge. However, this approach can often be time-consuming

and potentially inaccurate when faced with large quantities of data or when the decision-maker has

no prior experience with the presented issue. In the given context, the Digital Twin concept offers

an intelligent decision support platform by creating a virtual replica of a physical system, pro-

cess or entity, integrating real-time monitoring, data analysis, and simulation to support decision-

makers. By integrating a RS into the Digital Twin, it will be possible to amplify the benefits

of both technologies, providing a more personalised, adaptive and efficient approach to decision

support in dynamic and complex environments. However, one of the major problems in having

a highly dynamic, flexible and complex environment is the lack of historical and initial data to

perform recommendations, also known as the cold-start and data sparsity problem.

Considering this, this thesis proposes a Digital Twin architecture for decision support based on

an innovative RS approach called SimQL. The approach integrates trust, similarity, and intelligence

to minimise the effects of the cold-start and data sparsity problems when supporting the decision-

making for new users or items.

This chapter presents a comprehensive dissertation overview, including final remarks and ac-

complished contributions. The proposed research questions have been answered based on the

developed work, and the thesis statement has been proven. Finally, the research challenges that

remain open or have emerged are discussed and presented as future work.

The remainder of this chapter is organised as follows:

• Section 6.1: presents the main contributions obtained throughout the development of the

research work to achieve this thesis’s main objectives, answer the defined research questions,

and prove the proposed thesis statement.

• Section 6.2: discusses potential areas for future research, highlighting promising opportuni-

ties for improving and expanding the presented work.

107
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6.1 Main Contributions

The research work presented in this document introduces two significant contributions to the field

of decision support systems, namely a new recommendation approach, entitled SimQL, in which

the main innovation lies in the incorporation of an AI-based algorithm with similarity and trust

measures to tackle the challenges posed by cold-start users and items, as well as data sparsity

problems. The second significant contribution involves the integration of a RS into a Digital Twin,

which enables real-time monitoring, data analysis and what-if simulation to enhance the decision

support, combining this knowledge with user trust rating (i.e., feedback). The results and main

contributions attained throughout the developed work to achieve the objectives of this research

and answer the previously established research questions (Section 1.2) will be discussed next.

RQ 1: In which way the integration of AI-based algorithms and trust models can enhance

the RS to improve personalised recommendations for flexible and dynamic manufacturing envi-

ronments?

The answer to this question was attained by defining a Digital Twin architecture capable of

performing decision support through the integration of a RS model, as the SimQL trust-based rec-

ommendation model, based on a AI-based algorithm and trust model. In this case, a RL algorithm,

more specifically the Q-Learning, with similarity and trust measures, enabled the generation of

more accurate recommendations than the state-of-the-art recommendation models. This was mea-

sured and validated by calculating RMSE and MAE parameters in the IML case study, making

it possible to validate in an offline manner the effectiveness and accuracy in the generation of

recommendations.

RQ 2: In which way do the similarity measures, focusing both on items and decision-makers,

can accelerate the learning process in cold-start environments?

Throughout the experimental phase, a comparison was conducted between the SimQL rec-

ommendations utilising similarity measures and those without. The results clearly demonstrate

that integrating similarity measures resulted in faster and more efficient recommendations. For

instance, when a new scenario is added to the system, i.e., cold-start scenario, scenario similarity

measures are utilised to assess its similarity to other recommended scenarios. If the similarity

score is high, the system recommends a new scenario to the user based on the most similar sce-

nario. Using scenario similarity measures significantly accelerates the learning process of the

recommendation algorithm for the case of cold-start scenarios.

The application of user similarity measures follows a similar principle, as the RS will fast-

track the learning based on the similarity score between the users. For example, when a new

user enters the system, i.e., a cold-start user, and if there are already other users in the system, it

is possible to apply the user similarity measure. If the user similarity score is high enough, the

recommendation algorithm will elaborate its recommendations on the cold-start user based on the

information of the similar user. If there is a tie between similar users, the tiebreaker will be carried

out based on the reputation of the users, which is calculated based on the trust between the users’

social networks.
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Integrating user and scenario similarity measures enables the mitigation of the cold-start chal-

lenge in terms of both perspectives, accelerating the learning of the recommendation algorithm.

Based on the answers to the initially established research questions, the outcomes of this study

have made significant contributions towards archiving the objectives of the thesis. Furthermore,

the findings have confirmed the hypothesis initially defined in Section 1.2.

Hypothesis: Developing a Digital Twin-based architecture that integrates recommendation

systems to enable personalised, interactive trust-based and intelligent decision support, capable

of generating accurate, flexible, agile and reliable recommendations by mitigating the cold-start

problem.

This research has significantly contributed to several scientific publications in international

conferences and journals. These IEEE-sponsored peer-reviewed conferences are indexed by either

Scopus or Web of Science. The publications can be summarised as four conference papers, three

book chapters, and two journal articles (both in journals with a quartile score of Q1). Additionally,

two conference papers received awards for the best presentation and best paper.

6.2 Future Work

Remember that the research outlined in this thesis is not final, and there is always room for im-

provement through new research developments. Therefore, this section identifies some possible

research directions for future work, extending the developed research work.

Online Testing and Scalability

The validation of the proposed approach performed in the research work resulted in a proof-of-

concept, proving that the SimQL can perform recommendations offline, recurring to datasets. The

next step in validating the proposed approach is the online validation and scalability of the method.

This will enable the validation of the method under conditions more similar to the real world.

Although it is a necessary step towards increasing the TRL level of the system, this raises several

questions as it is required to collect information on human users in terms of recommendation

feedback and social network information, being necessary to account for the privacy concerns,

since gathering feedback for RS often involves collecting personal data. Another problem is user

engagement, which is challenging to have users actively engage with the system and provide

feedback.

Improve the Similarity Measures

In the proposed recommendation approach, the use of similarity measures is proposed as a mit-

igation strategy for the cold-start problem associated with elaborating recommendations to new

users and scenarios. Although it was possible to validate the application of these measures, which

improved the system’s capacity to perform recommendations, there is still room to improve, for

example, by implementing an adaptable similarity measure system. This system would have a
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collection of different similarity measures (e.g., PCC, COS, JD, ED, among others), both for users

and scenarios, and would be able to choose the best measure from the range of measures depending

on the presented challenge, cold-start or data sparsity.

Development of an Explanation Engine

The integration of an explanation engine based on AI-algorithms capable of providing explana-

tions on how the recommendation was performed helps users to understand from which insights

resulted from the generated recommendation, which helps in the effectiveness, transparency, and

trustworthiness of the RS. The development of an explanation engine can be the next step in the

research work following this work, verifying how integrating a system like this influences the RS

accuracy and the user’s trust in the system and the generated recommendations.

Strategy Definition for the Assessment of Social Trust

Social trust is a way of incorporating trust relationships into the social network of a RS, which

can improve the accuracy and fairness of the recommendations. The main challenges in this topic

are the assessment, measurement, and application of social trust. None of these challenges were

explored in this thesis, and it was assumed that the social trust values already existed. It could be

of interest in the future to explore the existing methods of trust assessment to verify if they are and

how efficient they are and try to develop a new unified trust assessment strategy and measure that

would improve the quality of the recommendations.

Exploration of more advanced RL algorithms

Applying a RL algorithm in the context of recommendation systems was one of the main achieve-

ments of this work. In this case, for the development of the recommendation approach SimQL,

a simple method was applied, Q-Learning. As future work, in order to perform significant im-

provements in the performance and in the scalability of the systems it should be considered the

exploration of more powerful RL algorithms (e.g., Deep Q-Network).
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Appendix A

This section contains the URL for the GitHub repository where the SimQL approach code that

was developed is presented (https://gitfront.io/r/fpires1993/mvp6m5t1UTBp/SimQL/).
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