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Abstract

The study of endomorphisms of groups has been an important and very active area of research
in the fields of Combinatorial and Geometric Group Theory for the past forty years. In this
thesis, we study endomorphisms of groups from three main viewpoints: structural, algorithmic
and dynamical. While playing a less relevant role in this work, we also devote ourselves to
the study of subsets of groups, a topic lying within the intersection of Algebra with Computer

Science.

We now summarize our results.

Structure of endomorphisms

We prove that every uniformly continuous endomorphism of a hyperbolic group with respect
to a visual metric (or equivalently, every endomorphism of a hyperbolic group that admits
a continuous extension to the Gromov boundary) satisfies a Holder condition, answering a
question of Aradjo and Silva [2]. This result, combined with the work done by Paulin [87],
implies that every such endomorphism has a finitely generated fixed subgroup. This was
achieved by obtaining a geometric version of the Bounded Reduction Property (BRP), also
known as the Bounded Cancellation Lemma, introduced by Cooper [32] in the context of
free groups and used by many with great success. Another geometric connection following
from this work concerns coarse-median spaces, which were introduced by Bowditch in [14].
Fioravanti [44] introduced the concept of coarse-median preserving automorphisms and was
able to establish interesting properties, including finiteness results on the subgroup fixed by
such an automorphism. We are able to prove that coarse-median preserving endomorphisms of
hyperbolic groups are precisely the ones for which the BRP holds.

We also initiate the study of endomorphisms of automatic groups, by extending the geometric
definition of the BRP previously introduced for hyperbolic groups to this class of groups. In
doing so, there came the need to define two versions of it: synchronous and asynchronous. After
that, we prove that every endomorphism with a finite kernel and a quasiconvex image satisfies
(in some sense) the synchronous version of the BRP. We then show that if two endomorphisms
©, 1 satisfy the synchronous version of the BRP for automatic structures under certain (strict)
conditions, then their equalizer is quasiconvex (and so automatic). Since this is always possible
to do for inner automorphisms, it follows as a corollary an alternative proof to the fact that
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centralizers of finite subsets of a biautomatic group are themselves biautomatic, which had
previously been proved by Gersten and Short in [46].

Finally, we classify the endomorphisms of the direct product of two free groups of finite
rank in seven different types and use this classification to prove algorithmic and dynamical
results for endomorphisms of this class of groups.

Algorithmic problems

Using the description of endomorphisms of a direct product of two free groups, we prove
decidability of several algorithmic problems for this class, such as the Whitehead problems and
deciding whether the fixed (resp. periodic) subgroup of an endomorphism is finitely generated or
not. In case it is, we also describe a procedure to compute a finite a set of generators for it. This
was achieved by describing the fixed subgroup for each of the seven types of endomorphisms,
showing that, when the fixed subgroup is finitely generated, it is the direct product of two free
groups of finite rank.

Later, we consider the subgroup of eventually fixed (resp. eventually periodic) points of an
endomorphism ¢ of a finitely generated virtually free group, which corresponds to the subgroup
of points whose orbit through ¢ contains a fixed (resp. periodic) point. We prove that the
length of finite orbits of an endomorphism of a virtually free group is bounded by a computable
constant, which allowed us to show that it is decidable whether the subgroup of eventually
fixed (resp. periodic) points is finitely generated or not and that, in case it is, we can effectively
compute a finite set of generators. We also extend the result from [79] regarding computability
of fixed points and of the stable image of an endomorphism of a free group to the class of
virtually free groups.

Brinkmann’s (resp. Brinkmann’s conjugacy) problem consists on deciding, taking as input
an automorphism ¢ of a group G and two elements x,y € G, whether there is some n € N such
that xo™ = y (resp. xp™ ~ y). We consider a generalized version of Brinkmann’s conjugacy
problem: given a subset K C G, an automorphism ¢ and an element x € G, can we decide
whether there is some n € N such that z¢™ has a conjugate in K? Following the ideas in [9],
we are able to relate this problem with the generalized conjugacy problem: given a subset
K C G and an element x € GG, can we decide whether there is some conjugate of x in K7
Using this connection and the fact that virtually polycyclic groups are conjugate separable, we
show that the generalized Brinkmann’s conjugacy problem is decidable for virtually polycyclic
groups. Decidability of the simple versions of Brinkmann’s problem and of the twisted conjugacy
problem for virtually free groups is also proved.

Finally, we introduce the concepts of the p-order of an element with respect to a subset of
the group and of the ¢-spectrum of a subset and prove that the ¢-spectrum of a finite subset
of a finitely generated virtually free group is computable.

Dynamics of endomorphisms
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When considering a group G endowed with a metric such that the completion of the metric
space is also compact, endomorphisms which admit a continuous extension to the completion
are precisely the uniformly continuous ones. Some well-known topological spaces can be defined
in this way. For example, the Gromov boundary can be obtained by considering the completion
of a hyperbolic group when endowed with a visual metric. We will consider direct products of
free groups of the form F,, x F;, and Z" x F,, when endowed with the product metric obtained
by taking the prefix metric in each direct factor. We remark that the completion we obtain
this way is the Roller completion ([15, 43, 44, 91]).

The family of free-abelian times free (FATF) groups, Z™ X F,,, despite looking simple,
can present some nontrivial behavior. Making use of a classification of endomorphisms of
FATF groups in two different types done by Delgado and Ventura in [36], we characterize
uniformly continuous endomorphisms of a FATF group and prove that they coincide with the
coarse-median preserving ones when the natural coarse median structure is taken. Then, we
describe the dynamical behavior around infinite fixed points of automorphisms, i.e., fixed points
of the continuous extension to the completion, classifying them as attractors, repellers or none
of the two. We also introduce the concepts of recurrent and wandering points in the context of
endomorphisms of groups. These are classical concepts in the theory of dynamical systems and
so it makes sense to try and study them in the case where our dynamical system is given by
(a continuous extension of) an endomorphism. We show that, for automorphisms and type II
endomorphisms, every point in the completion is either periodic or wandering, which implies
that, in these cases, the dynamics is asymptotically periodic, which had been proved to hold
for automorphisms of the free group by Levitt and Lustig in [67].

We are also able to make use of the more intricate classification of endomorphisms of
the direct product of two free groups of finite rank previously achieved and obtain a similar
description of infinite fixed points as attractors/repellers for this class of groups.

Subsets of groups

We describe the structure of algebraic and context-free subsets of a group G relatively to
the analogous structure for a finite index subgroup H. Using these results, we prove that a
kind of Fatou property, previously studied by Berstel and Sakarovitch in the context of rational
subsets in [7] and by Herbst in the context of algebraic subsets [53, 54], holds for context-free
subsets if and only if the group is virtually free. We also exhibit a counterexample to a question
Herbst posed in [53] concerning this property for algebraic subsets.

Keywords: Endomorphisms, Fixed points, Infinite fixed points, Algorithmic problems,
Dynamics at the infinity, Bounded reduction, Subsets of groups






Resumo

O estudo de endomorfismos de grupos tem sido uma area muito ativa e importante na Teoria
Combinatéria e Geométrica de Grupos nos iltimos quarenta anos. Nesta tese, estudamos
endomorfismos de grupos sob trés pontos de vista: estrutural, algoritmico e dindmico. Embora
desempenhando um papel menos relevante neste trabalho, também nos dedicamos ao estudo
de subconjuntos de grupos, um tépico que se situa na intersecio da Algebra com a Ciéncia de
Computadores.

Passamos agora a descrever de forma sucinta os nossos resultados.

Estrutura de endomorfismos

Provamos que todos os endomorfismos uniformemente continuos de um grupo hiperbdlico
relativamente a uma métrica visual (ou, de forma equivalente, todos os endomorfismos que
admitem uma extensdao continua ao bordo de Gromov) satisfazem uma condi¢ao de Hélder,
respondendo assim a uma questao colocada por Araujo e Silva em [2]. Este resultado, combinado
com os resultados obtidos por Paulin [87], implica que todos estes endomorfismos tém um
subgrupo de pontos fixos finitamente gerado. Isto foi alcancado através da obtencdo de uma
versao geométrica da propriedade de redugao limitada (PRL), também conhecida como Lema do
Cancelamento Limitado, introduzida por Cooper [32] no contexto dos grupos livres e usada por
muitos outros com sucesso. Uma outra conexao com a geometria que surge com este trabalho estéd
relacionada com espacos de mediana grosseira, introduzidos por Bowditch em [14]. Fioravanti
[44] introduziu o conceito de automorfismo que preserva a mediana grosseira, conseguindo obter
propriedades interessantes, incluindo resultados de finitude acerca do subgrupo fixo por um
destes automorfismos. Provamos que os endomorfismos de grupos hiperbélicos que preservam a
mediana grosseira sdo precisamente os que satisfazem a PRL.

Iniciamos também o estudo de endomorfismos de grupos automaticos, estendendo a definigao
geométrica da PRL introduzida previamente para grupos hiperbdlicos. Para o fazermos, surgiu
a necessidade de definir duas versoes da PRL: sincrona e assincrona. Depois de o fazermos,
provamos que todos os endomorfismos com nicleo finito e imagem quasiconvexa satisfazem (de
alguma forma) a versdo sincrona da PRL. Mostramos em seguida que, se dois endomorfismos
p, 1 satisfizerem a versao sincrona da PRL para estruturas automaticas que verifiquem certas
condigoes (restritivas), entao o igualizador é quasiconvexo (e, portanto, automético). Como

as condigOes sdo sempre satisfeitas para automorfismos internos, segue como corolario uma



prova alternativa do facto de que os centralizadores de um subconjunto finito de um grupo
biautomatico sdo eles préprios biautomaticos, resultado esse que tinha sido provado previamente
em [46].

Por fim, classificamos os endomorfismos do produto direto de dois grupos livres de dimensao
finita em sete tipos diferentes e usamos esta classificagdo para provar resultados algoritmicos e
dindmicos para endomorfismos de grupos nesta classe.

Problemas algoritmicos

Usando a descri¢do dos endomorfismos do produto direto de dois grupos livres, provamos a
decidibilidade de varios problemas algoritmicos para esta classe, tais como os problemas de
Whitehead e o problema de decidir se o subgrupo fixo (resp. periédico) de um endomorfismo é
finitamente gerado ou nao. Caso seja, também descrevemos um procedimento para calcular um
conjunto finito de geradores. Isto foi alcangado através da descricdo do subgrupo fixo para cada
um dos sete tipos de endomorfismos, mostrando que, quando o subgrupo fixo é finitamente
gerado, é o produto direto de dois grupos livres finitamente gerados.

Depois consideramos o subgrupo de pontos eventualmente fixos (resp. eventualmente
periddicos) de um endomorfismo ¢, que corresponde ao subgrupo de pontos cuja érbita por ¢
contém um ponto fixo (resp. periddico). Provamos que o comprimento das drbitas finitas de
um endomorfismo de um grupo virtualmente livre é majorado por uma constante computavel,
o que nos permitiu mostrar que é decidivel se o subgrupo de pontos eventualmente fixos (resp.
periédicos) é finitamente gerado ou nao e, caso seja, calcular efetivamente um conjunto finito
de geradores. Também estendemos os resultados de [79] que concernem a computabilidade dos
pontos fixos e da imagem estdvel de um endomorfismo de um grupo livre a classe dos grupos

virtualmente livres.

O problema de Brinkmann (resp. o problema da conjugagdo de Brinkmann) consiste em
decidir, recebendo como entrada um automorfismo ¢ de um grupo G e dois elementos z,y € G,
se existe algum n € N tal que z¢"™ = y (resp. " ~ y). Consideramos uma versao generalizada
do problema da conjugacdo de Brinkmann: dado um subconjunto K C G, um automorfismo
p e um elemento x € G, conseguimos decidir se existe algum n € N tal que z¢™ tenha um
conjugado em K? Seguindo as ideias de [9], conseguimos relacionar este problema com o
problema da conjugagao generalizado: dados um subconjunto K C G e um elemento z € G,
conseguimos decidir se ha algum conjugado de z em K? Usando esta relagdo e o facto de que
os grupos virtualmente policiclicos sdo separaveis por conjugacao, mostramos que o problema
da conjugacao de Brinkmann generalizado é decidivel para grupos virtualmente policiclicos. A
decidibilidade das versdes simples do problema de Brinkmann e do problema da conjugagao
torcida para grupos virtualmente livres é também demonstrada.

Por fim, introduzimos os conceitos de p-ordem de um elemento relativamente a um sub-
conjunto de um grupo e de p-espetro de um subconjunto e provamos que o p-espetro de um

subconjunto finito de um grupo virtualmente livre finitamente gerado é computavel.



Dinadmica de endomorfismos

Quando consideramos um grupo G munido de uma métrica tal que o completamento do
espago métrico é também compacto, os endomorfismos que admitem uma extensao continua
ao completamento sdo precisamente os uniformemente continuos. Alguns espacos topolégicos
conhecidos podem ser definidos desta forma. Por exemplo, o bordo de Gromov pode ser obtido
considerando o completamento de um grupo hiperbélico munido de uma métrica visual. Vamos
considerar produtos diretos de grupos livres das formas F;, X F},, e Z™ x F},, quando munidos da
métrica produto obtida considerando a métrica dos prefixos em cada fator direto. Destacamos
que o completamento obtido desta forma é o completamento de Roller [15, 43, 44, 91]).

A familia de grupos abelianos-livres vezes livres (ALVL), Z™ x F,,, apesar de parecer ser
simples, pode apresentar comportamento nao trivial. Usando a classificacdo dos endomorfis-
mos dos grupos ALVL obtida por Delgado e Ventura [36], caraterizamos os endomorfismos
uniformemente continuos de um grupo ALVL e provamos que coincidem com os endomorfismos
que preservam a mediana grosseira natural. Descrevemos também o comportamento dindmico
em torno de pontos fixos infinitos de automorfismos, i.e., pontos fixos da extensdo continua ao
completamento, classificando-os como atratores, repulsores, ou nenhum dos dois. Introduzimos
também os conceitos de pontos recorrentes e errantes no contexto de endomorfismos de grupos.
Estes sdo conceitos cldssicos na teoria de sistemas dindmicos e portanto faz sentido estuda-los
no caso do nosso sistema dindmico ser dado por (uma extensao continua de) um endomor-
fismo. Mostramos que, para automorfismos e endomorfismos de tipo II, todos os pontos no
completamento sdo periédicos ou errantes, o que implica que, nestes casos, a dindmica seja
assintoticamente periédica, resultado que ja tinha sido provado para automorfismos do grupo
livre em [67].

Conseguimos também usar a classificacdo mais intrincada dos endomorfismos do produto
direto de dois grupos livres de dimenséao finita previamente obtida para conseguir uma descri¢ao
semelhante dos pontos fixos infinitos como atratores ou repulsores para grupos nesta classe.

Subconjuntos de grupos

Descrevemos a estrutura de subconjuntos algébricos e livres de contexto de um grupo G
relativamente a estrutura andloga para subgrupo H de indice finito. Usando estes resulta-
dos, provamos que uma espécie de propriedade de Fatou, previamente estudada por Berstel
e Sakarovitch no contexto dos subconjuntos racionais em [7] e por Herbst no contexto dos
subconjuntos algébricos [53, 54], se verifica para subconjuntos livres de contexto se e s6 se o
grupo ¢ virtualmente livre. Exibimos também um contraexemplo a uma questdo de Herbst

colocada em [53] acerca desta mesma propriedade para subconjuntos algébricos.

Palavras-chave: Endomorfismos, Pontos Fixos, Pontos fixos infinitos, Problemas algoritmicos,
Dinémica no infinito, Reducao limitada, Subconjuntos de grupos
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Chapter 1

Introduction

1.1 A very brief history of endomorphisms

The study of the fixed points of endomorphisms of groups started with the (independent) work
of Gersten [47] and Cooper [32], using respectively graph-theoretic and topological approaches.
They proved that the subgroup of fixed points Fix(¢) of some fixed automorphism ¢ of F,
is always finitely generated. Moreover, Cooper succeeded on classifying from the dynamical
viewpoint the fixed points of the continuous extension of ¢ to the boundary of F,,. Bestvina
and Handel subsequently developed the theory of train tracks to prove that Fix(y) has rank
at most n in [8] and this result was generalized to (not necessarily injective) endomorphisms
by Imrich and Turner in [60] using the stable image of an endomorphism. The problem of
computing a basis for Fix(¢) had a tribulated history and was finally settled for automorphisms
by Bogopolski and Maslakova in 2016 in [11] and by Mutanguha [79] for general endomorphisms
of a free group. To prove this, Mutanguha presented an algorithm to compute the stable
image of an endomorphism and with that in hand, computability of Fix(¢) can be reduced to
computing the fixed subgroup of an automorphism, which was already known from the work of
Bogopolski and Maslakova.

This line of research was quickly extended to wider classes of groups. For instance, Paulin
proved in 1989 that the subgroup of fixed points of an automorphism of a hyperbolic group
is finitely generated [87]. Many interesting results were also obtained for the class of right-
angled Artin groups (RAAGs): the authors in [90] described which RAAGs are such that all
endomorphisms have finitely generated fixed subgroups, and Fioravanti introduced in [44] the
concept of coarse median preservation and proved that coarse-median preserving automorphisms
of RAAGs have finitely generated and undistorted fixed subgroups. Fixed points of lamplighter
groups are also investigated in [74], where it is shown that not even all inner automorphisms of
Lo have finitely generated fixed subgroups.

Regarding the extension of an endomorphism to the completion, infinite fixed points of
automorphisms of free groups were also discussed by Bestvina and Handel in [8] and by Gaboriau,
Jaeger, Levitt and Lustig in [33]. The dynamics of free group automorphisms is proved to be

1



2 Introduction

asymptotically periodic in [67]. In [27], Cassaigne and Silva study the dynamics of infinite fixed
points for monoids defined by special confluent rewriting systems (which contain free groups as
a particular case). This was also achieved by Silva in [98] for virtually injective endomorphisms
of virtually free groups. One of the essential tools used in proving some of these results is the
bounded reduction property (also known as the bounded cancellation lemma) introduced in
[32] and followed by many others.

From the algorithmic point of view, the main problems concerning endomorphisms that
will matter to us are the twisted conjugacy problem, Brinkmann’s (equality) problem and
Brinkmann’s conjugacy problem. The twisted conjugacy problem was proved to be decidable
for automorphisms of a free group in [9] and for general endomorphisms in [68, 102]. Other
results include, for example, decidability of the twisted conjugacy problem for endomorphisms
of polycyclic groups [92] and automorphisms of braid groups [50]. Brinkmann’s problems were
introduced and proved to be decidable by Brinkmann for automorphisms of the free group in
[17] and some variations were solved in [68] for endomorphisms. For other classes of groups,
Brinkmann’s problems were tackled for example by Kannan and Lipton for free-abelian groups
[63], by Gonzalez-Meneses and Ventura for braid groups [50] and for free-abelian-by-free groups
in [26]. In [9], the authors prove that [f.g. free]-by-cyclic groups have solvable conjugacy problem
by reducing this question to the twisted conjugacy problem and Brinkmann’s conjugacy problem
on free groups. This was later generalized to more general extensions of groups in [10], using
orbit decidability, and very recently to ascending HNN-extensions of free groups in [68] using
variations of the problems for injective endomorphisms.

1.2 Owur main results

The research involved in this thesis lies in the areas of Combinatorial and Geometric Group
Theory and is mostly focused on the study of endomorphisms of certain classes of groups from
three points of view: structural, algorithmic and dynamical. Some results on subsets of groups
involving Theoretical Computer Science, more specifically the area of Formal Languages and
Automata, are also obtained. The work presented in this thesis led to the publication of five
papers [20-24], the writing of two already available preprints [18, 19] and the writing of a
preprint still in preparation [25].

We now describe our results.

1.2.1 Subsets of groups

Rational and recognizable subsets of groups are natural generalizations of finitely generated
and finite index subgroups, respectively. Over the years, they have been studied from different
points of view. From the structural viewpoint, presumably the most important result is Benois’
Theorem, which provides us with a description of rational subsets of free groups in terms of
reduced words. A description of rational subsets of free-abelian groups as the semilinear sets
of Z™ is also known. Deep connections with the algebraic structure of the group have also
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been proved in many contexts. For example, rational (resp. recognizable) subgroups have been
proved to be exactly the finitely generated (resp. finite index) ones, and some classes of groups
can be described through the classification of their subsets. Another application of the study of
subsets of groups is the generalization of some decision problems concerning finitely generated
subgroups to a wider class of sets, such as the membership problem, the intersection problem
or the generalized conjugacy problem as done, for example, in [62, 66, 69].

In [7], the authors prove that given a group G and a subgroup H < G, then
Rat(H) ={K C H | K € Rat(G)}, (1.1)

where Rat(G) denotes the class of rational subsets of G. The authors call it a kind of Fatou
property for groups.

While more complex, the context-free counterparts of rational and recognizable subsets,
respectively algebraic and context-free subsets, also yield interesting results. We denote the
classes of algebraic and context-free sets of G by Alg(G) and CF(G), respectively. In [53],
Herbst studied these subsets and was able to characterize groups for which context-free subsets
coincide with rational subsets as virtually cyclic groups. In the same paper, Herbst also proved
the Fatou property for algebraic subsets in case H is a finite index normal subgroup of G' and
posed the question of whether this would hold in general. Later, Herbst proved that that was
the case if G is a virtually free group. We exhibit a counterexample to this question, proving
that the property does not hold for a free-abelian-by-cyclic group. We also consider the same
question for recognizable and context-free subsets and prove that, in the first case, the property
holds if and only if H is a finite index subgroup of G' and in the latter it holds for all H <, G
if and only if G is virtually free.

Theorem 3.2.3. Let G be a finitely generated group. Then G is virtually free if and only if
CFH)={KCH|KecCF(@G)},

for all H <;, G.

To achieve this, we prove some results relating the structure of algebraic and context
free-subsets of a group G with the structure of the corresponding subsets of a finite index
subgroup H, obtaining the following structural results similar to the ones obtained for rational
and recognizable subsets in [51, 96]:

Proposition 3.1.6. Let G be a finitely generated group and H <;; G. If G is the disjoint
union G = U} Hb;, then CF(G) consists of all subsets of the form

ULt (Li € CF(H))
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Proposition 3.1.13. Let G be a finitely generated group and H <;; G. If G is the disjoint
union G = U}~ Hb;, then Alg(G) consists of all subsets of the form

CJ L;b; (L; € Alg(H))
i=1

1.2.2 Algorithmic results on endomorphisms
Virtually free groups

With respect to the class of virtually free groups, we extend the algorithmic results of [79]
proving that the fixed subgroup Fix(¢) and the stable image ¢°°(G) are finitely generated and
computable if ¢ is an endomorphism of a finitely generated virtually free group.

Theorem 4.1.1. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G and output a finite set of generators for Fix(y).

Theorem 4.1.4. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G and output a finite set of generators for p>°(G).

From Theorem 4.1.1, decidability of the twisted conjugacy problem follows naturally.

Corollary 4.1.3. Let G be a finitely generated virtually free group. Then TC Pg,q(G) is
decidable.

In [80], Myasnikov and Shpilrain study finite orbits of elements of a free group under the
action of an automorphism proving that, in a free group F;,, there is an orbit of cardinality k if
and only if there is an element of order k& in Aut(F},). Moreover, the authors prove that this
result does not hold for general endomorphisms, by providing an example of an endomorphism
of F3 for which there is a point whose orbit has 5 elements.

In this thesis, we introduce the study of finite orbits of elements under the action of an
endomorphism of a finitely generated virtually free group. The orbit of an element x € G
through an endomorphism ¢ is finite if and only if it intersects the subgroup of periodic points,
Per(y), of ¢. The set of such points forms a subgroup of G and so do the points whose
orbit intersects the fixed subgroup Fix(yp). We call these subgroups EvPer(¢) and EvFix(¢),
respectively. It is easy to see that EvFix(p) coincides with Fix(y) if (and only if) ¢ is injective.
For this reason, we mainly focus on noninjective endomorphisms. Despite the fact that the
result in [80] cannot be generalized to endomorphisms, we prove that, replacing finite orbits
by periodic orbits, the result holds for endomorphisms, i.e., there is an endomorphism of Fj,
with a periodic orbit of cardinality k if and only if there is an element of order k in Aut(F},).
Moreover, we prove that, for endomorphisms of finitely generated virtually free groups, finite
orbits have bounded cardinality.
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Corollary 4.4.6. There exists an algorithm with input a finitely generated virtually free group
G and output a constant k such that

max{| Orb,(z)|| ¢ € End(G), x € EvPer(p)} < k.

This allows us to solve some algorithmic questions: we can decide if ¢ is a finite order
element of End(G), if ¢ is aperiodic or not and, in case G is free, whether EvFix(y) is a normal
subgroup of G or not.

Unlike the case of Fix(¢) and Per(y), the subgroups EvFix(¢) and EvPer(y) are not
necessarily finitely generated. However, we prove that we can always decide if that is the case
and, if so, compute a set of generators.

Corollary 4.4.14. There exists an algorithm with input a finitely generated virtually free
group G and an endomorphism ¢ of G that decides whether EvFix(y) (resp. EvPer(y)) is
finitely generated and, in case the answer is affirmative, computes a finite set of generators.

Brinkmann’s problem consists on deciding, with input an endomorphism ¢ € End(G) and
two elements z,y € G, whether there is some n € N such that z¢" = y and we solve it for

endomorphisms of a virtually free group.

Theorem 4.5.1. Let G be a finitely generated virtually free group. Then BrPpg,q(G) is
decidable.

Finally, we introduce the concepts of p-order and ¢-spectrum and prove that the p-spectrum
of a finite subset of a virtually free group is computable. For a subset K C G, we say that the
relative p-order of g in K, p-ordg(g) , is the smallest nonnegative integer n such that g¢™ € K.
If there is no such n, we say that p-ordx(g) = oco. The p-spectrum of a subset, ¢-sp(K), is the
set of relative p-orders of elements in K, i.e., p-sp(K) = {p-ordx(g) | g € G}. Our result is
the following:

Theorem 4.5.10. There exists an algorithm with input a finitely generated virtually free
group G, an endomorphism ¢ of G and a finite set K = {g1,...,gx} C G and output p-sp(K).

G-by-7Z groups

Let A={ay,...,an}, G=(A| R) be a group and ¢ € Aut(G). A G-by-Z group has the form
G %, Z = (At | Rt ait = a;p). (1.2)

Every element of G' %, Z can be written in a unique way as an element of the form ¢%g,
where a € Z and g € G. Notice that this is a particular case of a HNN-extension with base
group G and both associated subgroups equal to G.

Brinkmann’s conjugacy problem consists on deciding, taking as input an automorphism ¢
of a group G and two elements x,y € G, whether there is some n € N such that z¢™ ~ y. In [9],
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Bogopolski, Martino, Maslakova and Ventura established an equivalence between decidability
of Brinkmann’s conjugacy problem, BrCP, and of the twisted conjugacy problem, TCP, in
a group G and decidability of the conjugacy problem, CP, in G x Z. Following this line,
we consider a generalized version of these problems: the generalized Brinkmann’s conjugacy
problem, GBrCP, consists on, given a subset K C G, an automorphism ¢ and an element
x € G, deciding whether there is some n € N such that x¢" has a conjugate in K; the generalized
twisted conjugacy problem, GT'C P, consists on, given a subset K C G, an automorphism ¢
and an element x € G, deciding whether x has a ¢-twisted conjugate in K; the generalized
conjugacy problem, GC'P, consists on, given a subset K C G and an element z € G, deciding
whether there is a conjugate of x in K.

Whenever we want to consider an instance of an algorithmic problem with restrictions
on the input, we will write the restrictions as indices. For example, if H < G, ¢ € Aut(G)
and x,y € G, we write GTCPyp , ,)(G) to denote the problem of deciding whether x has a
p-twisted conjugate in yH or not. Notice that it might happen that not all components of
the input (subset, automorphism and element) are restricted, but some are. For instance, we
might write GTC P(ray(a),,)(G) meaning that we take as input a rational subset K C G and
an element x € G and we want to decide whether x has a @-twisted conjugate element in K.

We remark that not much is known about these generalized problems. In [66], Ladra and
Silva work in the context of rational subsets and solve GC Pry:(G) when G is a finitely generated
virtually free group. They do so by solving GT'C P a4 via)(Fr), where Via denotes the set of
virtually inner automorphisms, i.e., automorphisms ¢ such that there is some k € N for which
¢* € Inn(F,). In the survey [101], Ventura remarks that not much is known about G Br Py, (G)
even when G is a free or a free-abelian group.

Given a subset K € G X, Z and r € Z, we define

K,={zeG|tlee K} =t"KNG.

Following the ideas in [9], we are able to obtain an analogous result for the generalized
versions of the problems, connecting GBrCP(G) and GTCP(G) with GCP(G x Z). The main
result is the following;:

Theorem 5.1.1. Let G be a group, ¢ € Aut(G), K C G X, Z and t"g € G X, Z. Then:

1. if r = 0, then GOCP(G %, Z) outputs YES on input (K,t"g) if and only if GBrCP(G)
outputs YES on input (K, ¢, 9);

2. if r # 0, then GCP(G %, Z) outputs YES on input (K, t"g) if and only GT'C P G) outputs
YES on input (K., ¢", gp’), for some 0 < j <r — 1.

Our main theorem is proved in a quite general form without imposing conditions on our
target subsets and it provides us with an equivalence between an easier problem in G x Z and
more complicated problems in G. However, as it will be made clear later, even when the target
set K belongs to a well-behaved class of subsets, the subsets K, can be wild, which makes it
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difficult to apply one of the directions in some cases. We obtain corollaries from both directions
of this equivalence: proving GBrCP(G) and GTCP(G) to solve GCP(G % Z) works better
for recognizable and context-free subsets, while the converse works better for cosets of finitely
generated subgroups, rational and algebraic subsets.

The main application concerns the class of virtually polycyclic groups. To do so, we prove
the following theorem:

Theorem 5.2.1. Let G be a conjugate separable finitely presented group such that M Py, (G)
is decidable. Then GC P54 coser) (G) is decidable.

Using this connection and the fact that virtually polycyclic groups are conjugate separable,
we obtain the following corollary:

Corollary 5.2.4. Let G be a virtually polycyclic group. Then GBrC Py g cose(G) and
GTCPf.g.cose) (G) are decidable.

This is the most general result on the GBrCP to the knowledge of the author. Also, the
solution of GT'C'P seems to be new. However, the simple version of the twisted conjugacy

problem is solvable even for general endomorphisms of polycyclic groups by [92].

Direct product of two free groups

Some algorithmic problems concerning endomorphisms of free-abelian times free groups Z™ x F;,
were solved in [36], namely computability of fixed subgroups and the Whitehead problems for
endomorphisms, monomorphisms and automorphisms: WhPgng(Z™ x F,,), WhPyion (Z™ x F,)
and WhPpuw(Z™ X Fy,).

The class of free times free groups, F,, X Fj, can be algorithmically tricky due to some
intricate structure of its subgroups. For instance, there is a finitely generated subgroup H
of Fy x Fy for which it is undecidable if a given element g € F» x F, belongs to H (see [76]).
Surprisingly, endomorphisms of F;, x F;, can be described. Using that description, we can also

solve the Whitehead problems and compute the fixed and periodic subgroups of endomorphisms.
Proposition 8.2.10. WhPau(Fy, X F,), WhPyion (Fy, X Fp,) and Wh Pgug(F X Fyy, ) are solvable.

Corollary 8.2.13. There is an algorithm which decides whether the fixed subgroup of a
given endomorphism ¢ € End(F,, X F,,) is finitely generated and computes a set of generators
(recursively, in the infinite case).

1.2.3 Structural results on endomorphisms

Hyperbolic groups

For natural reasons, in order to study the dynamics of the continuous extension to a (compact)
completion, in case the topology is defined by a given distance (as it is in the case of hyper-

bolic groups via visual metrics), it is of utmost importance to describe uniformly continuous
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endomorphisms for a certain class of groups, since those are precisely the ones for which a
continuous extension exists.

Also, as said above, the bounded reduction property (BRP) introduced by Cooper [32] in
the context of free group automorphisms has played an important role in that study. Another
very interesting, although much more recent, tool is coarse-median preservation, which was
introduced by Fioravanti in [44] and yielded important results in the context of RAAGs.

We started by defining and obtaining several geometric versions of the BRP for hyperbolic
groups. Let H be a hyperbolic group and ¢ : H — H be a map. We say that the BRP holds
for o if, for every p > 0 there is some g > 0 such that: given two geodesics u and v such that

u v
1 U uv

is a (1, p)-quasi-geodesic, we have that given any two geodesics «, 3, from 1 to up and from ugp
to (uv)ep, respectively, the path

1 = up (uv)p
is a (1, g)-quasi-geodesic.
Theorem 6.2.7. Let ¢ € End(H). The following conditions are equivalent:
1. The BRP holds for ¢.
2. The BRP holds for ¢ when p = 0.
3. ¥Vp>03¢>0Vu,v e H((ul) <p = (uplvy) < q).
4. 3¢ > 0Vu,v € H ((ulv) =0 = (up|vy) < q).

5. there is some N € N such that, for all 2,y € H and every geodesic « = [z, y], we have
that ap is at Hausdorff distance at most N to every geodesic [zp, yo).

6. there is some N € N such that, for all z,y € H and every geodesic a = [z, y], we have
that ap C Vn (&) for every geodesic & = [xp, yy|.

7. @ is coarse-median preserving.

A mapping ¢ : (X,d) — (X',d') between metric spaces satisfies a Holder condition of
exponent r > 0 if there exists a constant K > 0 such that

d'(zp,yp) < K(d(z,y))"

for all z,y € X. It clearly implies uniform continuity. Motivated by the possibility of defining
new pseudometrics in the group of automorphisms of a hyperbolic group, the authors in [2]
studied endomorphisms of hyperbolic groups satisfying a Holder condition and conjectured that

they were precisely the uniformly continuous ones. They proved the following:
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Theorem 6.3.1 ([2], Aratjo-Silva). Let ¢ be a nontrivial endomorphism of a hyperbolic group
G and let d € VA(p, v,T) be a visual metric on G. Then the following conditions are equivalent:

1. ¢ satisfies a Holder condition with respect to d;
2. ¢ admits an extension to G satisfying a Holder condition with respect to CZ

3. there exist constants P > 0 and ) € R such that

P(gelhe)y +Q = (glh);
for all g, h € G;
4. ¢ is a quasi-isometric embedding of (G, d4) into itself;
5. ¢ is virtually injective and G is a quasiconvex subgroup of G.

Using the geometric versions of the BRP obtained, we can answer affirmatively to the

conjecture by Aratjo and Silva.

Theorem 6.3.5. Let d € VA(p,v,T) be a visual metric on H and let ¢ be an endomorphism
of H. Then ¢ is uniformly continuous with respect to d if and only if the conditions from
Theorem 6.3.1 hold.

We remark that this result, combined with previous work from Paulin suffices to show that
every uniformly continuous endomorphism of a hyperbolic group has finitely generated fixed

point subgroup.

Theorem 6.3.6. Let ¢ € End(H) be an endomorphism admitting a continuous extension
¢ : H — H to the completion of H. Then, Fix(p) is finitely generated.

Automatic groups

Automatic groups were introduced in [42]. This class of groups can be hard to deal with, since
it is very large. It contains the class of hyperbolic groups, but it is much larger. In particular,
it is closed under taking direct products, which is very anti-hyperbolic. Indeed, a direct product
of two finitely generated groups is hyperbolic if and only if one of them is finite and the other
one is hyperbolic. Also, any group having Z? as a subgroup cannot be hyperbolic. A natural
subclass of automatic groups is the class of biautomatic groups. There are still some very
natural questions about automatic groups yet to answer. For example, it is not known if every
automatic group is biautomatic and if, whenever a direct product is automatic, then the direct
factors are also automatic.

Despite being an interesting class with many developments and the fact that study of
endomorphisms of groups plays an important role in the theory of finitely generated groups,
not much has been done regarding the study of endomorphisms or automorphisms of automatic
groups in its generality.
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We adapt the geometric definition of the bounded reduction property proposed for the class
of hyperbolic groups to the class of automatic groups. We also propose a synchronous version of
the BRP and prove some technical results that help us prove the BRP for some endomorphisms.
After all the technical work done, we focus on endomorphisms with an L-quasiconvex image
and generalize a well-known result on hyperbolic groups to the class of automatic groups:

Theorem 7.3.8. Let G be an automatic group with an automatic stucture L for 1 : A* - G
and ¢ be a virtually injective endomorphism with L-quasiconvex image. Then there is some
automatic structure K such that the synchronous BRP holds for (¢, K, L).

After that, we apply the techniques developed in the previous section to obtain some
finiteness results on equalizers (and so, on fixed subgroups) of endomorphisms of automatic

groups:

Corollary 7.4.7. Let G; and G2 be automatic groups with automatic structures L; and Lo
for m : A* - G1 and me : B* — (9, respectively. Let p,v : G; — G2 be homomorphisms
such that the synchronous BRP holds for (¢, L1, L2) and (¢, L1, L2). Then Eq(¢,v) = {z €
G1 | zp = z1} is isomorphic to a (Le ¢ Lo)-quasiconvex subgroup of Ga x G. In particular,
Eq(¢, 1) is automatic.

Even though the hypotheses are quite strong, as we remark in Section 7.4 by proving exactly
for which endomorphisms they hold in the case where the group is free and the structure
considered is the structure of all geodesics, this result provides an alternative proof of a result
from [46] which concerns the quasiconvexity of the centralizer of a finite subset:

Corollary 7.4.10. The centralizer of a finite subset of a biautomatic group is biautomatic.

We remark that although the results are obtained under strict hypotheses, very little was
known about endomorphisms of automatic groups and this could be a first step in order to
establishing a theory of endomorphisms of automatic groups.

Direct product of two free groups

Although the class of free groups and their endomorphisms is well known, some problems in
the product F,, x F},, are not easily reduced to problems in each factor. In particular, when
endomorphisms (and automorphisms) are considered, we have that many endomorphisms are
not obtained by applying an endomorphism of F;, to the first component and one of Fj,, to the
second, so some problems arise when the structure and dynamics of an endomorphism in the
product are considered.

Similarly to what was done for free-abelian times free groups in [36], in which case there
are two different types of endomorphisms, we describe endomorphisms of F), x F,, and divide
them in seven different types. With that classification done, we can describe the automorphism

group of the direct product depending on the automorphism group of each factor.
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Corollary 8.2.4. Let m,n # 1, 6,, € Aut(F,, x F},) be the involution defined by (z,y) — (y,x).
If n # m, then
Aut(F, x Fp,) = Aut(F),) x Aut(Fy,).

If n = m, then Aut(F,, x F,,) is the semidirect product of Aut(F},) x Aut(F),) and (6,,).

After some work was done with respect to the structure of a fixed subgroup of an endomor-
phism for each of the seven types, we obtain a description of all possibilities:

Corollary 8.2.15. Let ¢ € End(F}, x F};,). Then:
1. if Fix(¢y) is finitely generated, then Fix(y) is a direct product of free groups of finite rank;

2. if Fix(y) is not finitely generated, then there is some K € C'F(F,,) such that Fix(¢) =
(uy x K, where u is the word given by the (type III) endomorphism ¢.

1.2.4 Dynamical results on endomorphisms

We will study dynamics at the infinity in the following sense: we endow the group with a metric
and complete the space (the completion, in our cases, will be a compact space). Then, we
consider uniformly continuous endomorphisms with respect to that metric, which are precisely
the ones admitting a continuous extension to the completion. Now, we view this extension as a
dynamical system.

This setting includes the study of dynamics at the infinity of endomorphisms extended
to the Gromov boundary of a hyperbolic group via metrization using a visual metric on the
hyperbolic group. Many results have been obtained in this topic for hyperbolic and several
other classes of groups (see, for example [8, 27, 33, 67, 98]).

Free-abelian times free groups

The class of free-abelian times free groups, despite looking relatively tame, has been the subject
of some research, specially in the past few years, and presents some interesting behaviors
[36-38, 93, 94].

In terms of endomorphisms, Delgado and Ventura proved in [36] that for G = Z™ x F,,
with n # 1, all endomorphisms of G are of one of the following forms:

(I) Yo ,p: (a,u) — (aQ + uP,ud), where & € End(F,), Q € My, (Z), and P € My xm(Z).

(II) W, rn0p : (a,u) — (a@Q + uP, z“ZTJF“hT), where 1 # z € F, is not a proper power,
Q € Mm(Z), P € Myxm(Z), 0% € € Z™, and h € Z",

where u € Z™ denotes the abelianization of the word u € F,.

The prefix metric on a free group is an ultrametric and its completion (Fn, dA) is a compact
space which can be described as the set of all finite and infinite reduced words on the alphabet
X UX~! We will denote by 0F,, the set consisting of only the infinite words and call it the
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boundary of F,,. Since the prefix metric is an example of a visual metric of the free group,
(8F,,,d) is homeomorphic to the Gromov boundary of F, (and so to a Cantor set).

A free-abelian times free group is of the form Z™ x F,,, which we consider endowed with
the product metric given by taking the prefix metric in each (free) component, i.e.,

d((a,u), (b,v)) = max{d(a1,b1),...,d(am,bn),d(u,v)},

where a; and b; denote the i-th component of a and b, respectively. This metric is also
an ultrametric and Zmn is homeomorphic to Zm x F, by uniqueness of the completion
(Theorem 24.4 in [104]). When seen as a CAT(0) cube complex, or alternatively, as a median
algebra, this coincides with the Roller compactification (see [15, 29, 43, 44, 91]).

We focus our work on the uniformly continuous endomorphisms and their extensions to
the completion. It is well known that for a free group Fj,, endowed with the prefix metric,
an endomorphism ¢ € End(F},) is uniformly continuous if and only if it is either constant or
injective. Characterizing and studying some properties of uniformly continuous endomorphisms
has been done before for other classes of groups (see for example [28], [97], [98], [2]). An
interesting property of this metric (and so, of this boundary) is that the uniformly continuous
endomorphisms of Z™ x F,, for this metric d are precisely the coarse-median preserving
endomorphisms for the product coarse median obtained by taking the median operator induced
by the metric ¢; in Z™ and the one given by hyperbolicity of F,:

Theorem 8.1.10. An endomorphism ¢ € End(Z™ x F,,) is uniformly continuous with respect
to the product metric d obtained by taking the prefix metric in each direct factor if and only if
it is coarse-median preserving for the product coarse median p obtained by taking the median
operator p; induced by the metric ¢1 in Z™ and the coarse median operator ps given by
hyperbolicity in F,.

In [98], the author, considering automorphisms of virtually free groups, proves that infinite
fixed points that belong to the topological closure (Fix(p))¢ are never attractors nor repellers,
while infinite fixed points not belonging to (Fix(¢))¢ must always be either attractors or
repellers, generalizing a previously known result for free groups (see [32]).

Fixed points act naturally on infinite fixed points by left multiplication. It is known that, for
free groups, the number of (Fix(y))-orbits of the set of attracting fixed points is finite (see [32])
and that is used to define the index of an automorphism in [33]. A similar result is obtained for
virtually free groups in [98]. As highlighted in Section 8.1.3, a similar result cannot be obtained
in general in this case. However, when ¢ is a type II uniformly continuous endomorphism, then

infinite fixed (resp. periodic) points have Z 2'("") Fix(¢)-orbits (resp. Per(p)-orbits). This
result can be seen as some sort of infinite Versmn of Proposition 6.2 in [36].

We also classify infinite fixed points of a uniformly continuous automorphism of Z™ x F;, in
attractors or repellers, using the classification obtained for free groups:

Corollary 8.1.19. Let ¢ € Aut(Z™ x F,) be a uniformly continuous automorphism such
that (a,u)p = (a@1,bp), where @y is given by a uniform matrix and ¢ € Aut(F,). Then a
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regular infinite fixed point (a,u) € Fix() \ Fix(¢)¢ is an attractor (resp. repeller) if and only
if a € Fiz(p1) and u is an attractor (resp. repeller) for ¢.

In the study of dynamical systems, the notion of w-limit set plays a crucial role. Given a
metric space X, a continuous function f : X — X, and a point z € X, the w-limit set w(z, f) of
x consists of the accumulation points of the sequence of points in the orbit of x. Understanding
the w-limits gives us a grasp on the behavior of the system in the long term. If the space X is
compact, then w-limit sets are nonempty, compact and f-invariant.

In [67], the authors proved that in the case where f is the extension of a free group
automorphism to the completion, then, for every point = € ﬁ'n, w(x, f) is a periodic orbit.
We prove that, for uniformly continuous automorphisms (i.e., the ones that extend to the
completion) of Z™ x F,, something stronger holds. Informally, a point is said to be wandering if
it has some neighborhood such that, from some point on, its points leave the neighborhood and
don’t come back. Obviously, a wandering point cannot belong to an w-limit set. We prove that,
for a uniformly continuous automorphism, every point in the completion must be either periodic
or wandering, showing that non-periodic points, when iterated long enough wander away from
some neighborhood carrying the neighborhood with them. In particular, since w-limit sets are
nonempty, they must be periodic orbits.

Corollary 8.1.32. Let ¢ be a uniformly continuous automorphism of Z™ x F,, defined by
(a,u) — (ap1,up), where o1 € Aut(Z™) is given by a uniform matrix and ¢ € Aut(Fy).
Consider ¢, its continuous extension to the completion. Then every point (a,u) € Zm/x\Fn is
either wandering or periodic.

In Section 8.1.4, we prove the same for type II endomorphisms:

Theorem 8.1.37. Let ¢ € End(Z™ x F,,) be a type II uniformly continuous endomorphism
and consider @, its continuous extension to the completion. Then every point (a,u) € Z™ x F,

is either wandering or periodic.

Direct product of two free groups

In the case of groups of the form F;, x F,,, we have a classification of endomorphisms in seven
different types. However, only types IV, VI and VII (see Subsection 8.2.1) can be uniformly
continuous with respect to our metric.

For type IV endomorphisms, the nontrivial dynamical situation occurs for endomorphisms
¢ of the form (u,v) — (vo,v)), where ¢ € F,, — F, and ¥ € End(F,,) are injective
homomorphisms. In this case,

Fix(¢) = {(v9,v) | v € Fix(¢)}

and we can classify all the attractors in ¢ (repellers are not considered, because type IV
endomorphisms are never invertible and so repellers are not well defined).
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Proposition 8.2.22. Let v € Reg(1)). Then (vé,v) is an attractor if and only if v is an
attractor for 1& Moreover, if « € Sing(¢), then « is not an attractor.

Automorphisms of type VI are of the form (u,v) — (u¢,ut)), where ¢ € Aut(F,) and
P € Aut(F,,). We also describe attractors, repellers and infinite fixed points that are not
attractors nor repellers in this case.

~ A

Proposition 8.2.23. An infinite fixed point o = (u,v), where u € Fix(¢) and v € Fix(1)) is
an attractor if and only if v and v are attractors for (;AS and 1/3, respectively. If, additionally, ¢ is
an automorphism, the same holds for repellers.

Automorphisms of type VII exist only when m = n, and so when the group has the form
F, x F,, and they are of the form (u,v) — (v, u¢), where ¢, 9 € Aut(F,). In this case, we
can prove that every regular fixed point is either an attractor or a repeller.

Corollary 8.2.27. Let ¢ be a type VII automorphism of F;, x F,,. Then a € Reg(p) is either
an attractor or a repeller.



Chapter 2

Preliminaries

2.1 Formal languages and automata

An alphabet is just a set. To our purpose, alphabets will be finite, but they do not need to be
in general. To the elements of an alphabet we call letters and words are tuples of letters, so
a word of length k > 0 on the alphabet A is simply an element of A¥. We will also consider
the empty word to be a word of length 0 and denote it by . The length of a word w will be
denoted by |w| and the number of occurrences of a letter a in a word w will be denoted by

ng(w). The set of all words over an alphabet A is the free monoid over A

AT ={e}u | 4,

k>0

when endowed with the operation given by concatenation: the product of two words u and v,
uw, is the word we obtain by juxtaposing v after u. A language is simply a set of words, or

equivalently, a subset of A*.
Let A be a finite alphabet. An A-automaton is a tuple A = (Q, qo, J, F'), where

e () is a set, called the set of states;
e qo € Q is the initial state;
o 0 is called the transition function, and it is a function 6 : @ x A — P(Q);

e F CQ is the set of final states.

If, for all a € A and ¢ € Q, |0(q,a)| < 1, the automaton is said to be deterministic. We
say that an automaton is finite when () is finite. Typically, an automaton is represented by a
labelled directed graph, where @) is the vertex set and there is an edge labelled by a € A from
p to ¢ if and only if ¢ € d(p,a). The vertex corresponding to the initial state is represented
having an incoming arrow and the vertices corresponding to final states are represented with

outgoing arrows. A path in A is a sequence
ay az an—1
Gi—q2—> " —qn

15
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where ¢;j+1 € §(¢;,a;), for all i € {1,--- ,n — 1}. The label of the pathis a; ---a,—1 € A* and a
path is said to be successful if the first vertex is qop and the last vertex belongs to F. We also
consider paths of the form g—g, for all ¢ € Q, which we call trivial. The trivial path can only
be successful for ¢ = qq if go € F.

The language L = L(A) recognized by A is the set of labels of successful paths in 4 and a
language is said to be rational if it is recognized by some finite automaton. We can impose
that the automata are deterministic, as that does not change the class of languages accepted.

Given a language L, we define L* as the set of words over L, including the empty string, i.e.

L*={su Y L*.
k>0

To the unary operator mapping L to L* we call the star operator. Similarly, we define the plus

operator analogously, but omitting the empty word, i.e.,

Lt=J I~
k>0

The reversal of a word w = w; - - - wy, where w; is a letter, for i € [n], is w" = w,, - --w; and
we define the reversal of a language L as

L' ={uw" |we L.

Given a class of languages C, we say that C is closed under morphism, if given a language
L C A* belonging to C and a monoid homomorphism ¢ : A* — B*, we have that Ly € C. We
say that C is closed under inverse morphism, if given a language L C B* in C and a monoid
homomorphism ¢ : A* — B*, we have that Lo~! = {w € A* |wp € L} € C.

Kleene’s theorem gives us another definition of rational languages.

Theorem 2.1.1. [6] The family of rational languages over A is equal to the least family of
languages over A containing the empty set and the singletons, and closed under union, product
and the star operation.

We also have the following closure properties for rational languages.

Proposition 2.1.2. [6] Rational languages are closed under union, product, the star and the

plus operation, intersection, complementation, reversal, morphism and inverse morphism.

So far, we have two natural ways of proving that a certain language L is rational: we can
either construct a finite automaton recognizing L or write L recursively starting with singletons
and the empty set using only union, product and star finitely many times. We now present
one of the main tools to prove that a certain language is not rational, the pumping lemma for

rational languages.
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Theorem 2.1.3 (Pumping lemma for rational languages). Let L be a rational language. Then
there is an integer p > 1 such that every word w € L of length at least p admits a decomposition
of the form w = xyz such that |y| > 1, |zy| < p and, for alln >0, zy"z € L.

Rational languages constitute the smallest class of languages in the Chomsky hierarchy. We
will now define the class of languages in the second level of the hierarchy, context-free languages.

A context-free grammar is a tuple (V, A, P, S) where

e V is a finite set of variables;

e A is a set of terminal symbols disjoint from V;

o P is a finite subset of V' x (V U A)*. An element of R is a production;
e S €V is the starting symbol.

A production (U, V) is often denoted by U — V and usually, when there are two or more
productions with the same left-hand side, we denote them in the same line separated by a bar.
So, for example, we write U — V' | W to denote the productions U — V and U — W.

Given U,V € (VU A)*, we write U = V if there are X,Y € (VU A)* and a production
(Z,7") such that U = XZY and V = XZ'Y. We call U = V a derivation. Also, we say that

U =* V if there is some chain of derivations of the form
U=Xy=X1=---=2X,=V.
The language of a context-free grammar G, L(G) is simply
LG)={we A" | S="w}

and a language is context-free if it is the language of some context-free grammar.
Similarly to what happens with rational languages, automata are also a suitable model to

define context-free languages.
Given an (infinite) set X, we define Py;,(X) to be the set of finite subsets of X.
An A-nondeterministic pushdown automaton M is a tuple (Q,T, 9, qo, 2z, F'), where

e () is a set of states;

I' is the stack alphabet;

0:Q x (AU{e}) x I' = Ppin(Q x IT'*) is the transition function;

qo € Q is the initial state;

z € T is the stack starting symbol;

F C Q is the set of final states.
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A triple (p,w,z) € @ x A* x I'* is called an instantaneous description of the pushdown
automaton. The transition function § defines moves between two instantaneous descriptions,
which will be denoted by F. So (¢1,aw,bz) b (g2, w,yx) if and only if (¢2,y) € (q1,a,b).
Again, we denote moves involving finitely many steps by +* and the language accepted by the

automaton M is
L(M)={we A" | (q,w, 2) F* (p,e,u), p€ F,ueT*}.

Context-free languages are precisely the ones accepted by nondeterministic pushdown

automata.

Proposition 2.1.4. [6] Context-free languages are closed under union, product, star operation,

reversal, morphism, inverse morphism and intersection with rational languages.

Similarly to what happens in the rational case, there is also a version of the pumping lemma

for context-free languages.

Theorem 2.1.5 (Pumping lemma for context-free languages). Let L be a context-free language.
Then there is an integer p > 1 such that every word w € L of length at least p admits a
decomposition of the form w = wvzxy such that |vx| > 1, |vzz| < p and, for all n > 0,

wv™zz"y € L.

We denote by N the set of nonnegative integers. A subset of N¥ is linear if it can be written

as
ug + Nug + - - + Nuyp,

for some ug, - - - , U, € NF and a subset of N* is semilinear if it is a union of finitely many linear

sets.

In addition to the pumping lemma, another useful method to show that a certain language
is not context-free is Parikh’s theorem.
Write A = {ay,...,a;}. We define the Parikh function p : A* — NF by

w = (Ng, (W), ..., Ng, (w))

and the Parikh vector of a word w is p(w).

Theorem 2.1.6 ([86], Parikh’s theorem). Let L be a context-free language over A = {aq,...,ax}.
Then P(L) = {p(w) € N¥ | w € L} is a semilinear subset of N.

We now present a classical example of a context-free language that is not rational.

Example 2.1.7. Let A = {a,b} and L = {a"b" € A* | n € N}. It is easy to see that L is the
language of the grammar ({S}, A, P, S) with the following set of productions P:

S — aSb|e.
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Hence, L is context-free. However, using the pumping lemma for rational languages we can see
that L is not rational. Suppose it is and let p be the constant given by the pumping lemma.
Then take the word w = aPbP and write it as w = zyz such that |y| > 1, |xy| < p and, for
all n > 0, zy"z € L. Since |zy| < p, the only letter occurring in zy is a, and since |y| > 1, it
means that y = a* for some k > 0. But then zy?z = a?T*bP ¢ L, which is a contradiction.

2.2 Free groups and generalizations

2.2.1 Free groups

We will denote the free group with basis X by Fx and think of it as the set of reduced words
over X U X! with the operation of concatenation (followed by reduction). Given a word w on
X U X!, we will denote its reduced form by w. Occasionally, we will denote the free group
with basis X by (X|), meaning that it is the group generated by X with no relations. Since
two free groups are isomorphic if and only if they have the same rank, we will often refer to the
free group of rank n and denote it by F,. In general, the rank of a finitely generated group G
is the cardinality of a minimal set of generators for G and will be denoted by rk(G). Also, for a
finitely generated group G = (A), we will denote its Cayley graph with respect to A by I'4(G).
Given two words v and v in a free group, we write u A v to denote the longest common

prefix of u and v. The prefix metric on a free group is defined by

2—\u/\v\ if
d(u,v) = { ifuzv

0 otherwise

The prefix metric on a free group is in fact an ultrametric and its completion (Fn,d) is a
compact space which can be described as the set of all finite and infinite reduced words on the
alphabet AU A~1 (see [28]). We will denote by OF,, the set consisting of only the infinite words
and call it the boundary of F,,. For free groups, it is known that an endomorphism ¢ € End(F},)
is uniformly continuous if and only if it is either trivial or injective [28, Corollary 8.5].

A reduced word z = 2z - - - 2, with z; € AU A~ is said to be cyclically reduced if z =1 or
21 # z;1. Every word admits a decomposition of the form z = wZw ™!, where 2 is cyclically
reduced. The word Z is called the cyclically reduced core of z.

When a subgroup H < G has a special property, we denote it as a subscript. For instance, a
finitely generated (resp. finite index) subgroup will be denoted by H <, G (resp. H <;; G).

A group is said to be Howson if the intersection of two finitely generated subgroups is again
finitely generated. We remark that free groups are Howson [58] and so are finite extensions
of Howson groups. Indeed, if we have a Howson group H such that H <;; G, then taking
Ki,K> <;4 G, we have that

KinKyNnH=(KyNH)N (KN H).
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Since, for i = 1,2, K; N H <;; K; and K; is finitely generated, then so is K; N H. Since H is
Howson, we have that K1 N Ko N H is finitely generated and has finite index in K1 N K5. Hence
K1 N Ks is finitely generated too.

A group is said to be hopfian if it is not isomorphic to any proper quotient of itself or,
equivalently, if any surjective endomorphism of GG is an automorphism. A group is said to be
cohopfian if it is not isomorphic to any of its proper subgroups or, equivalently, if any injective
endomorphism of G is an automorphism. It is well known that free and free-abelian groups are
hopfian and not cohopfian. By [56, Corollary 2], finite extensions of hopfian groups are hopfian.

We now present two classical results concerning subgroups of free groups that will be
important later.

Theorem 2.2.1 ([71], Nielsen-Schreier theorem). Fvery subgroup of a free group is free.

Theorem 2.2.2 ([71], Marshall Hall’s theorem). Let H be a finitely generated subgroup of a
free group F. Then there is some finite index subgroup H' <;; F such that H is a free factor
of H'.

Endomorphisms of the free group have been studied by many authors through the years. A
very important topic in this subject concerns the subgroup fixed by an endomorphism, Fix(¢p).
In general, given an endomorphism ¢ € End(G), an element = € G is said to be a fized point
if xp = x. The collection of all fixed points forms a subgroup, which we call the fized subgroup
of p. A point x € G is said to be a periodic point if there is some m > 0 such that z¢™ = z.
The set of all periodic points forms a subgroup, which we denote by Per(y). Obviously, we
have that

Per(p) = J Fix (o).
k=1
Given z € G, the orbit of x through ¢ is defined by
Orb,(z) = {z¢" | k € N}.
The following theorem is a combination of the work of many ([8, 11, 32, 47, 60, 79]).

Theorem 2.2.3. Let ¢ € End(F),). Then Fix(p) is finitely generated, rk(Fix(¢)) <n and a

basis for Fix(p) is computable.

In order to study the dynamics of the continuous extension of an endomorphism to a
(compact) completion (as in this case, using the prefix metric), we must work with uniformly
continuous endomorphisms, since those are precisely the ones for which a continuous extension
exists. Indeed, it is well known by a general topology result [41, Section XIV.6] that every
uniformly continuous mapping ¢ between metric spaces admits a unique continuous extension ¢
to the completion. The converse is obviously true by compactness: if a mapping between metric
spaces admits a continuous extension to the completion, since the completion is compact, the

extension must be uniformly continuous, and so does the restriction to the original mapping.



2.2 Free groups and generalizations 21

In terms of dynamics, we will focus on the dynamical behavior around infinite fixed and
periodic points, which are fixed and periodic points belonging to the boundary of the group.

An infinite fixed point is said to be singular if it belongs to the topological closure (Fix(p))¢
of Fix(p) and regular if it doesn’t. We denote by Sing(¢p) (resp. Reg(¢)) the set of all singular
(resp. regular) infinite fixed points of .

Definition 2.2.4. An infinite fixed point o € Fix(9) is
e an attractor if

E|€>0Vﬁ€ﬁ; (d(a,ﬁ)<s — ET 6@":04)

e a repeller if
J>0VB8€F, (d(a,ﬁ) <e = lim pp™" :a>
n=-oo

The notion of a repeller will only be considered for automorphisms because it assumes the
existence of an inverse. We will also consider the definition of an attractor in the cases where ¢
is not an automorphism but still admits an extension to the completion. In [33], the authors
prove that an infinite fixed point of a free group automorphism is regular if and only if it is
either an attractor or a repeller.

2.2.2 Virtually free groups

Given a property P, a group is said to be virtually P if it has a subgroup of finite index for
which the property P holds. In particular, a group is said to be virtually free if it has a free
subgroup of finite index, and so virtually free groups are a natural generalization of free groups
that have been investigated by many over the years. There are many characterizations of
virtually free groups with very different natures. We will enumerate some, but several others
can be found in [1, 40].

Let G be a finitely generated group and A be a finite generating set. Then G is virtually
free if and only if:

o I'4(G) is quasi-isometric to a tree [48, Proposition 7.19];

G has a context-free word problem [78];

G is the fundamental group of a finite graph of finite groups [64];

there exist some finite generating set B of G and some k > 0 such that every k-locally
geodesic in I'g(G) is a geodesic [49];

G is polygon hyperbolic [3].
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Since a finite index subgroup must contain a finite index normal subgroup and, by the Nielsen-
Schreier theorem, subgroups of free groups are free, then a virtually free group must contain a
free normal subgroup of finite index.

Endomorphisms of virtually free groups have also been a source of interest. For example, in
[98], Silva studied endomorphisms of finitely generated virtually free groups using language
theoretical techniques and proved that the subgroup of points fixed by an endomorphism of a
finitely generated virtually free group is finitely generated itself (this is also a consequence of
a previous result in [99]). Moreover, when endowing the virtually free group with a suitable
metric (given in a concrete way), the uniformly continuous endomorphisms are precisely the
trivial and the virtually injective ones. By a virtually injective endomorphism, we mean one
with a finite kernel. Finally, Silva generalized the result in [33] to virtually free groups, proving
that an infinite fixed point of a free group automorphism is regular if and only if it is either an
(exponentially stable) attractor or an (exponentially stable) repeller.

2.3 Subsets of groups

The study of subgroups of groups is a classical topic in group theory. Subsets of groups, on the
other hand, have only been considered more recently. Despite not having a natural algebraic
description and having essentially no algebraic structure, sometimes, when they are defined by
a suitable language theoretical condition, very interesting things can be said about them, and
new (sometimes very useful) tools arise.

Let G = (A) be a finitely generated group, A be a finite generating set, A~! be a set of
formal inverses and A = AU A~!. There is a canonical (surjective) homomorphism 7 : A* — G
mapping a € A (resp. a~' € A) toa € G (resp. a~! € G).

A subset K C G is said to be rational if there is some rational language L C A* such that
L7 = K and recognizable if Kn~! is rational. We will denote by Rat(G) and Rec(G) the classes
of rational and recognizable subsets of G, respectively.

As said above, these subsets do not need to have an algebraic structure. For example,
every finite subset is rational, and one can take finite subsets that are not closed for the group
operation, do not contain the identity, or inverses for some of the elements in the subset. So
they can be far from being a subgroup. However, subgroups are also subsets and rational
subsets generalize the notion of finitely generated subgroups.

Theorem 2.3.1. [6, Theorem II1.2.7] Let H be a subgroup of a group G. Then H € Rat(QG) if
and only if H is finitely generated.

It is important to highlight that, in case we can decide whether an element belongs to
the finitely generated subgroup H or not, the above theorem is constructive in the sense that,
given a finite set of generators for a subgroup H, we can construct an automaton A such that
L(A)m = H and, conversely, given a finite automaton, we can construct a finite set of generators

for L(A)m. In particular, for a finitely generated virtually free group, having an automaton
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recognizing a language L such that Lw = H for a finitely generated subgroup H is equivalent
to having a finite set of generators for H, since the rational subset membership is decidable.

We remark that this a significant generalization, meaning that, in general, there are many
more rational subsets than finitely generated subgroups.

For example, a nontrivial finite group of order n can be generated by a set S such that
|S| < logy(n). Indeed, let s; # 1 and put G1 = (s1). Then, if G; is defined and G; # G, we
choose s;+1 € G; and define G411 = (G; U {s;41}). Since s;11 € G, the cosets G; and s;11G;
are disjoint, and so |Giy1| > 2|G;|. Let k = [logy(n)]. If G; = G for some i < k, we are done
since G; is generated by i elements. If not, then |G| > 2F > 5, which, by Lagrange Theorem,
implies that G, = G. Hence, a (very rough) bound on the number of subgroups of a finitely
generated group of order n is 1 4 n°%2(") (we added 1 for the trivial subgroup). Better bounds
can be found in the literature (see [12, Corollary 1.6] for example). In a finite group, every
subset is rational, so the number of rational subsets of a group of order n is 2". This way, we
have that the probability that a rational subset of a group of order n is a subgroup is bounded

logo (n)
above by % and

1 logy(n)
lim T,
n—»00 on
so for large enough finite groups, the number of finitely generated subgroups is very small when
compared to the number of rational subsets.

Similarly, recognizable subsets generalize the notion of finitely index subgroups.

Proposition 2.3.2. [6, Exercise 1I11.1.3] Let H be a subgroup of a group G. Then H € Rec G
if and only if H has finite indez in G.

In fact, it can be proved that if G is a group and K is a subset of G then K is recognizable if
and only if K is a (finite) union of cosets of a subgroup of finite index. Similarly to the finitely
generated case, if we can decide membership on finite index subgroups, this characterization
of recognizable subsets is algorithmic. Also, using decidability of the membership problem
for finite index subgroups, if given a recognizable subset as a union of cosets of a finite index
subgroups K = U Hb;, we can compute a finite index normal subgroup N contained in H
and write H as a disjoint union of cosets of N, so we can (algorithmically) write K as a union
of cosets of a finite index normal subgroup V.

In case the group G is a free group with basis A, we define the set of reduced words of
L C A* by

L={w|weL}
Benois’ Theorem provides us with a useful characterization of rational subsets in terms of

reduced words representing the elements in the subset.

Theorem 2.3.3 ([5], Benois’ theorem). Let F' be a free group with basis A. Then, a subset of
A* is a rational language of A* if and only if it is a rational subset of F.

A natural generalization of these concepts concerns the class of context-free languages. A
subset K C G is said to be algebraic if there is some context-free language L C A* such that
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L7 = K and context-free if Km—! is context-free. We will denote by Alg(G) and CF(G) the
class of algebraic and context-free subsets of G, respectively. It follows from [53, Lemma 2.1]
that CF(G) and Alg(G) do not depend on the alphabet A* or the surjective homomorphism 7.

It is obvious from the definitions that Rec(G), Rat(G), CF(G) and Alg(G) are closed under
union, since both rational and context-free languages are closed under union. The intersection
case is distinct: from the fact that rational languages are closed under intersection, it follows
that Rec(G) must be closed under intersection too. However Rat(G), Alg(G) and CF(G) might
not be. Another important closure property is given by the following lemma from [53].

Lemma 2.3.4. [53] Let G be a finitely generated group, R € Rat(G) and C' € {Rat, Rec, Alg, CF'}.
IfK € C(G), then KR, RK € C(G).

This lemma will be used often in the particular case where R is a singleton.
The following lemma concerning the context-free subsets of a finitely generated subgroup

was proved by Herbst and will be useful to us.

Lemma 2.3.5. [53, Corollary 4.4 (b)] Let G be a finitely generated group and H be a finitely
generated subgroup of G. Then

Ke(CF(G) = KNHeCF(H).
A very similar property is also known for recognizable subsets.

Lemma 2.3.6. [6, III, Ezercise 1.1] Let G be a finitely generated group and H be a finitely
generated subgroup of G. Then

K € Rec(G) = K NH € Rec(H).

For a finitely generated group G, it is immediate from the definitions that
Rec(G) C CF(G) C Alg(G)

and that
Rec(G) C Rat(G) C Alg(G).

It is proved in [53] that
CF(G) = Alg(G) <= CF(G) = Rat(G) <= G is virtually cyclic. (2.1)

However, there is no general inclusion between Rat(G) and CF(G). For example, if G is
virtually abelian, then CF(G) C Alg(G) = Rat(G) (and the inclusion is strict if the group is
not virtually cyclic) and if the group is virtually free, then Rat(G) C CF(G) (see [53, Lemma
4.2]).
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In the free group case, Herbst proved an analogue of Benois’ Theorem for context-free
subsets, proving that for a subset K C F,,, then K € CF(F,) if and only if the set of reduced
words representing elements of K is context-free.

Lemma 2.3.7. [53, Lemma 4.6] Let F be a finitely generated free group with basis A. Then,
a subset of A* is a context-free language of A* if and only if it is a context-free subset of F.

It follows from the definition of a context-free subset and the fact that we can decide
membership of a word in a context-free language that we can decide the membership problem
in a context-free subset of a group G.

2.4 Algorithmic problems

Let G be a finitely presented group, A be a finite set of generators and 7 : A* — G be the
canonical surjective homomorphism. We now list some algorithmic problems that will be
approached in this thesis. When we say that we take an endomorphism as an input, we mean
that we are given images for the generators of the group.

« WP(G) - word problem: taking as input a word w over A, decide whether wm = 1;

o CP(G) - conjugacy problem: taking as input z,y € G, decide whether x ~ y, i.e., if

1

there is some z € G such that y = 27"z 2, in which case we say that  and y are conjugate;

o IP(G) - intersection problem: taking as input two subsets K, Ko C G, decide if they

intersect or not;

o TCP(G) - twisted conjugacy problem: taking as input an endomorphism ¢ € End(G)
and two elements x,y € G, decide whether x and y are p-twisted conjugate, i.e., whether

there is some z € G such that y = (27 1p)xz;

o BrCP(G) - Brinkmann’s conjugacy problem: taking as input an endomorphism
¢ € End(G) and two elements z,y € G, decide whether there is some n € N such that

TP~y
e BrP(G) - Brinkmann’s (equality) problem: taking as input an endomorphism

¢ € End(G) and two elements x,y € G, decide whether there is some n € N such that
rp" = y;

o« WhP(G) - Whitehead problem: taking as input two elements x,y € G decide whether
there is some endomorphism ¢ € End(G) such that xp = y.

Some generalized versions of the above problems will also be considered. Let C be a class of
subsets of G. We define:
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o MP:(G) - membership problem: taking as input a subset K € C and an element
x € G, decide whether = € K;;

o GCP:(G) - C-generalized conjugacy problem: taking as input a subset K € C and
an element z € GG, decide whether there is a conjugate of x in K

o GTCP:(G) - C-generalized twisted conjugacy problem: taking as input a subset
K € C, an endomorphism ¢ € End(G) and an element z € G, decide whether z has a
o-twisted conjugate in K, i.e., whether there is some z € G such that (z71p)rz € K;

o GBrCPF:(G) - C-generalized Brinkmann’s conjugacy problem: taking as input a
subset K € C, an endomorphism ¢ € End(G) and an element z € G, decide whether
there is some k € N such that z¢"* has a conjugate in K;

o GBrFP:(G) - C-generalized Brinkmann’s problem: taking as input a subset K € C,
an endomorphism ¢ € End(G) and an element © € G, decide whether there is some k € N
such that z¢* belongs to K.

Some natural classes of subsets to consider are f.g., Rat, Rec, Alg and C'F, the classes
of finitely generated subgroups, rational, recognizable, algebraic and context-free subsets,
respectively. A seemingly less natural class to consider is the class of cosets of finitely generated
groups, which we will denote by [f.g. coset]. As will become clear, in some contexts, this will

be more adequate to us than the class of f.g.

2.5 Hyperbolic groups

A mapping ¢ : (X,d) — (X',d’) between two metric spaces is called an isometric embedding
if d'(xp,yp) = d(z,y), for all z,y € X. If, additionally, ¢ is surjective, then it is called an
isometry. A (\, K)-quasi-isometric embedding is a mapping ¢ : (X,d) — (X',d’) such that
there exist constants A > 1 and K > 0 satisfying

1
Xd(l‘, y) — K < d'(zp,yp) < Md(z,y) + K

for all x,y € X and a quasi-isometric embedding is a quasi-isometry if there is some C' > 0
such that
Vi'e X'z e X :d' (2, 2p) < C.

A geodesic between two points z,y € X is an isometric embedding « : [0, s] — X such that
O0a = z and sa = y, where [0, s] C R is endowed with the usual metric of R. Sometimes, we
will also refer to Im(«) as a geodesic. When the endpoint of a geodesic « coincides with the
starting point of a geodesic 5, we denote the concatenation of both geodesics by a+ 5. We will
write [z, y| to represent an arbitrary geodesic between x and y.

A (X, K)-quasi-geodesic of (X,d) is a (A, K)-quasi-isometric embedding « : [0, s] — X such
that 0c = x and sa = y, where [0, s] C R is endowed with the usual metric of R.
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For z,y,z € X, a geodesic triangle [[z,y, z]] is a collection of three geodesics [z, y], [y, Z]
and [z,z]|. Given § > 0, we say that X is d-hyperbolic if every geodesic triangle is §-thin, i.e.,
for all geodesic triangles [[x,y, z]], we have that

Vw € [z, y] d(w, [y, z] U [z,2]) <§

holds.

Let (X, d) be a metric space and Y, Z nonempty subsets of X. We call the e-neighborhood
of Y in X and we denote by V-.(Y) the set {xr € X | d(z,Y) < e}. We call the Hausdorff
distance between Y and Z and we denote by Haus(Y, Z), the number defined by

inf{e >0]Y CV.(Z)and Z CV.(Y)}

if it exists. If it doesn’t, we say that Haus(Y, Z) = oc.

A metric space (X, d) is geodesic if between any two points there is a geodesic.

Given a group H = (A), consider its Cayley graph I'4(H) with respect to A endowed with
the geodesic metric d, defined by letting d4(x,y) to be the length of the shortest path in
I'4(H) connecting x to y. This is not a geodesic metric space, since d4 only takes integral
values. However, we can define the geometric realization T 4(H) of its Cayley graph I 4(H) by
embedding (H,d4) isometrically into it. Then, edges of the Cayley graph become segments of
length 1. With the metric induced by d4, which we will also denote by da, T'a(H) becomes a
geodesic metric space.

We say that a group H is hyperbolic if the metric space (T A(H),dy) is hyperbolic. We will
simply write d instead of d4 when no confusion arises. Also, for u € H we will often denote
da(1,u) by |u] .

Recall that, given a finite alphabet A, we write A = AU A~! and that A* is the free monoid
on A. From now on, H will denote a finitely generated hyperbolic group generated by a finite
set A and 7 : A* — H will be a matched epimorphism. A homomorphism 7 : A* — H is said
to be matched if a= ‘7 = (aw)~ L.

An important property of the class of automatic groups, for which the class of hyperbolic
groups is a subclass, is the fellow traveler property. Given a word u € ﬁ*, we denote by ul™,
the prefix of u with n letters. If n > |u|, then we consider ul™ = u. As usual, [n] will denote
the set {1,2,...,n}. We say that the fellow traveler property holds for L C A* if there is some
N € N such that, for every u,v € L,

da(ur,vm) <1 = da(uMr, oM7) < N,
for every n € N. By the triangle inequality, it follows that, for all M € N,
da(ur,or) < M = dA(u[”]W,v["]ﬂ) < MN,

for every n € N.
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Given g, h,p € H, we define the Gromov product of g and h with basepoint p by

(9l = 3(da(p,g) + da(p, ) — dalo, ).

We will often write (g|h) to denote (g|h)f'. Notice that, in the free group case, we have that
(glh) = lg A hl.

Let G be a subgroup of a hyperbolic group H = (A) and ¢ > 0. We say that G is
g-quasiconvex (with respect to A) if

Vz € lg,¢'] da(z,G) <q

holds for every geodesic [g,¢’] in Ta4(H) with endpoints in G. Being quasiconvex does not
depend on the generating set.

There are many ways to describe the Gromov boundary OH of H, such as being the
equivalence classes of geodesic rays (infinite words on A* such that every finite factor is
geodesic), when two rays are considered equivalent if the Hausdorff distance between them is
finite. Another model for H can be defined using Gromov sequences. We say that a sequence
of points (z;)ien in H is a Gromov sequence if (2;|z;) — 0o as ¢ — oo and j — co. Two such
sequences (x;)icn and (y;)jen are equivalent if

i (aily;) = o0
and the set of all the equivalence classes is a model for the boundary 0H. Identifying an element
h in H with the constant sequence (h);, we can extend the Gromov product to the boundary
by putting, for all o, 8 € 0H,

(al ) = sup {lm inf(ailyy); | ()ien € o (u5)yens € B
We define
eV if g £h

0 otherwise

pp(g.h) = {

for all p,g,h € H.
Givenp € H,~v > 0and T > 1, we denote by VA(p, v, T') the set of all metrics d on H such
that
Lo A
Tpp;y(ga h) S d(g) h) S Tpp,fy(g7 h) (22)
We refer to the metrics in some VA(p, v, T) as the visual metrics on H. Let d € VA(p,~,T).
The completion (f[ , J) of the metric space (H,d) is a compact space and can be obtained by
considering H = HU®H. It is a well-known fact that the topology induced by d on 9H is

the Gromov topology and that all visual metrics originate equivalent completions [16, Section
IT1.H.3].



2.5 Hyperbolic groups 29

Considering the extension of pﬁv to the boundary, we define, for «, 8 € H

Pp, 0 otherwise

—(alB)
%,m:{ Ty HaFEh

By continuity, for all o, 3 € H, the inequalities

L
T
hold [16, Section IIT.H.3].

A metric space (X, d) is said to be a median space if, for all z,y, z € X, there is some unique

point u(x,y, z) € X, known as the median of x,y, z, such that
o« dz,y) = d(z, p(x,y, 2)) + d(u(z,y, 2), y);
o« d(y, 2) = d(y, p(z, y, 2)) + d(p(z,y, 2), 2);
« d(z,z) = d(z,u(z,y,2)) + d(u(z,y, 2), ).

We call p: X2 — X the median operator of the median space X.

Coarse median spaces were introduced by Bowditch in [14]. Following the equivalent
definition given in [85], we say that, given a metric space X, a coarse median on X is a ternary
operation p: X? — X for which there exists a constant C' > 0 such that, for all a,b, ¢,z € X,

we have that:
1. p(a,a,b) = a and p(a,b,c) = u(b,c,a) = p(b,a,c);
2. d(p(p(a,z,b),z,¢), p(a, 2, u(b,z, c))) < C;
3. d(u(a,b,c), u(z,b,c)) < Cd(a,z) + C.

Following the definitions in [44], two coarse medians u1, u2 : X3 — X are said to be at
bounded distance if there exists some constant C' such that d(u1(z,y, 2), u2(z,y,2)) < C for all
x,y,z € X, and a coarse median structure on X is an equivalence class [u] of coarse medians
pairwise at bounded distance. When X is a metric space and [u] is a coarse median structure
on X, we say that (X, [u]) is a coarse median space. Following Fioravanti’s definition, a coarse
median group is a pair (G, [u]), where G is a finitely generated group with a geodesic metric d
and [u] is a G-invariant coarse median structure on GG, meaning that for each g € G, there is
a constant C(g) such that d(gu(g1,92,93), 1(991, 992, 993) < C(g), for all g1, 92,93 € G. The
author in [44] also remarks that this definition is stronger than the original definition from
[14], that did not require G-invariance. Despite being better suited for this work, it is not
quasi-isometry-invariant nor commensurability-invariant, unlike Bowditch’s version.

An equivalent definition of hyperbolicity is given by the existence of a center of geodesic

triangles (see, for example, [13]).
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Lemma 2.5.1. A group G is hyperbolic if and only if there is some constant K > 0 for which
every geodesic triangle has a K-center, i.e., a point that, up to a bounded distance, depends
only on the vertices, and is K-close to every edge of the triangle.

Given three points, the operator that associates the three points to the K-center of a
geodesic triangle they define is coarse median. In fact, by [85, Theorem 4.2] it is the only
coarse-median structure that we can endow X with.

Finally, we present a lemma allowing us to define a coarse median operator on the direct
product of two coarse median groups. This can naturally be extended to direct products with

n factors.

Lemma 2.5.2. Given two groups G1 and Gy endowed with coarse median operators py and ps,
then u: (G1 x Go)® — G1 x Go defined by

n((x1, 2), (Y1, y2), (21, 22)) = (w1 (1, Y1, 21), p2(@2, Y2, 22))

18 a coarse median operator on G1 X Go.

Proof. Indeed, let (z1,22), (y1,92), (21, 22), (w1, w2) € G1 X Ga, d; be the metric for G; and C;
be the constant for p;, for ¢ = 1,2. We will now check that u satisfies the three conditions in

the definition of a coarse median taking (G; X G9 endowed with the product metric d.

1. We have that
u((@1, 2), (1, 22), (Y1,42)) = (pa (@1, 21, 91), p2(@2, ¥2,92)) = (¥1, 22);
and, for the second part, we only prove the first equality since the other is analogous:

(1, 22), (Y1, y2), (21, 22)) =(p1 (21, Y1, 21), p2(z2, Y2, 22))
=(p1(y1, 21, 1), p2(y2, 22, T2))
=u((y1,v2), (21, 22), (1, 2)).

2. Since

p(p((z1, v2), (w1, w2), (y1,y2)), (w1, w2), (21, 22))
=p((p (z1, w1, 91), p2(22, wa, y2)), (w1, w2), (21, 22))

=(p1 (p1(z1, w1, 91), w1, 21), pa(p2(z2, w2, Y2), w2, 22)).
and p1 and po are coarse median operators, then
di(pa (p1 (21, w1, y1), wa, 21), pa (21, wi, pa (y1, wi, 21))) < Gy

and
da(pa(p2(z2, w2, Y2), wa, 22), p2 (X2, we, t2 (Y2, w2, 22))) < Co,
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so we have that the distance d between

(1 (p((21, 22), (w1, w2), (Y1,92)), (w1, w2), (21, 22)))
and
(w1, 22), (wi, w2), (Y1, y2), (w1, wa), (21, 22)))
is bounded above by max{C1,Ca}.
3. We have that
d(”((l‘lﬂ $2)7 (ylv y2)a (Zlﬂ 22))7 :u((wb U)g), (yb y2)7 (21, ZQ)))
=max{dy (p1(w1,y1,21), u1(w1, Y1, 21)), d2(p2(w2, y2, 22), po(ws, Yo, 22)) }
<max{C1(di(x1,w1) + 1), Co(da(x2,ws) + 1)

<max{C, Co}(max{di (1, wr),da(z2,w2)} + 1)
= max{Cl, Cg}d((wl, wg), (wl, ’wg)) + max{Cl, CQ}

Hence, p is a coarse median operator for the product metric d with constant max{Cy,Cs}. O

We refer to u defined as in the lemma as the product coarse median operator.






Chapter 3
Subsets of groups

In [7], the authors prove that, given a group G and a subgroup H < G, then
Rat(H) ={K C H | K € Rat(G)}, (3.1)

which they call a kind of Fatou property for groups. Notice that it is clear that Rat(H) C
{K C H| K € Rat(G)}. The difficult part is to prove the reverse inclusion. Herbst proved
in [53] that the property (3.1) holds for algebraic subsets in case H is a finite index normal
subgroup of G and posed the question of whether this would hold in general. Later, Herbst
proved that that was the case if G is a virtually free group. We will discuss this property for
recognizable, algebraic and context-free subsets. To do so, we will obtain some structural results
relating the structure of algebraic and context free-subsets of a group G with the structure
of the corresponding subsets of a finite index subgroup H, similar to the ones obtained for

rational and recognizable subsets by Grunschlag and Silva (independently) in [51, 96].

Proposition 3.0.1. [51, 96] Let G be a finitely generated group and H <;; G. If G is the
disjoint union G = U} Hb;, then Rat(G) consists of all subsets of the form

U L;b; (Li S Rat(H))

Proposition 3.0.2. [51, 96] Let G be a finitely generated group and H <;; G. If G is the
disjoint union G = U Hb;, then Rec(G) consists of all subsets of the form

U L;b; (Li S Rec(H))

It can be seen that, if we can construct a finite automaton recognizing the subgroup H
(in particular, if M Py; (G) is decidable), the constructions above are algorithmic. We remark
that M Py ; (G) is known to be decidable for every finitely L-presented group by [52] and that,
in [88], it is proved that for recursively presented groups, M Ps; (G) is equivalent to having
computable finite quotients (CFQ).

33
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3.1 Finite index subgroups

In this section we will study how the structure of CF(G) and Alg(G) is related to the structure
of CF(H) and Alg(H), where H is a finite index subgroup of G. The structural results obtained
are similar to Propositions 3.0.1 and 3.0.2.

3.1.1 Context-free subsets

We will start by dealing with context-free subsets. We will state two technical lemmas that will
be useful throughout the chapter. The first one follows immediately from Lemma 2.3.5.

Lemma 3.1.1. Let G be a finitely generated group and H <y, G. Then

(K CH|KeCF(G)} C CF(H).

Lemma 3.1.2. Let G be a finitely generated group and K1 € CF(G) and Ky € Rec(G). Then
KinK, e CF(G).

Proof. Let G = (A) and 7 : A* — G be a surjective homomorphism. Then (K3 N Ky)r~! =
Kim~ ' N Kyn™! is a context-free language, since context-free languages are closed under inter-
section with a rational language. O

The following lemma is an immediate application of [53, Proposition 5.5(a)].

Lemma 3.1.3. Let G be a finitely generated group and H dy; G. Then CF(H) C CF(G).
We remark that we can remove the hypothesis of normality in this case.

Lemma 3.1.4. Let G be a finitely generated group and H <;; G. Then CF(H) C CF(G).

Proof. Let K € CF(H). Since H has finite index, there exists a normal subgroup F' < H such
that F' <y, G (and so F' <y; H). Then H has a decomposition as a disjoint union

H=FbU-- UFb,,

for some b; € H and K can be written as a disjoint union of the form

n
K=KnH=|JFbhnK.
i=1
We will prove that for every i € [n], F'b; N K € CF(G), which suffices since CF(G) is closed
under union.
So, let i € [n] and write K; = Fb; N K. Then Kibfl C F < H. Since F has finite
index in H, then F' € Rec(H), and so, by Lemma 2.3.4, Fb; € Rec(H). Since K € CF(H),
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by Lemma 3.1.2, it follows that K; € CF(H), which, again by Lemma 2.3.4, implies that
K;b;! € CF(H). By Lemma 3.1.1, we have that K;b; ' € CF(F). Using Lemma 3.1.3, we
obtain that K;b; ' € CF(G), which means that K; € CF(G), by Lemma 2.3.4. O

Putting together Lemmas 3.1.1 and 3.1.4, we obtain the following corollary.
Corollary 3.1.5. Let G be a finitely generated group and H <;; G. Then
{KCH|KeCF(G)}=CF(H).

We are now able to prove the previously announced structural result for context-free subsets.
This gives an explicit description of CF(G) based on CF(H), where H is a finite index subgroup
of G.

Proposition 3.1.6. Let G be a finitely generated group and H <;; G. If G is the disjoint
union G = U Hb;, then CF(G) consists of all subsets of the form

U Libs (L; € CF(H))

Proof. Let K C G be a subset of the form U} ;L;b; with L; € CF(H). By Lemma 3.1.4, we
have that L; € CF(G) for all i € [n] and so L;b; € CF(G), by Lemma 2.3.4. Since CF(G) is
closed under union, then K € CF(G).

Conversely, let K € CF(G). Then K can be written as a disjoint union

n
K=KnG=JHhNK).
i=1
Put K; = Hb; N K and let ¢ € [n]. Since H <;; G, by Proposition 2.3.2, we have that
H € Rec(G), and so, Hb; € Rec(G), by Lemma 2.3.4. It follows from Lemma 3.1.2 that
K; € CF(G) and again by Lemma 2.3.4, L; = K;b; * € CF(G) and L; C H. By Lemma 3.1.1,
we deduce that L; € CF(H) and thus

n n
K=KnG=|JKi= ] L.
=1 =1

O]

Notice that if H <¢; G, then H € Rec(G) and if we are able to construct an automaton
recognizing Hn~! (in particular, if M Py, (G) is decidable), then the construction above is
algorithmic, in the sense that, given a pushdown automaton recognizing K71 for a subset
K € CF(G), we can construct pushdown automata recognizing L; € CF(H) such that
K = U Lb;.
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The proof of the first item of the following corollary is essentially the same as the proof of
[96, Lemma 4.4], but we will present it for the sake of completeness.

Corollary 3.1.7. Let G be a group and H <y; G. Then we have that
1. CF(QG) is closed under intersection if and only if CF(H) is closed under intersection;
2. CF(QG) is closed under complement if and only if CF(H) is closed under complement.

Proof. Write G as a disjoint union G = U}, Hb;. We start by proving 1.

Suppose that CF(G) is closed under intersection and let K, K’ € CF(H). Then, by
Lemma 3.1.4, K, K' € CF(G), and so K N K' € CF(G). Since K N K’ C H, by Lemma 3.1.1,
KNK' € CF(H).

Conversely, suppose that CF(H) is closed under intersection and take K, K’ € CF(QG).
Then

n
K = U Libi and K/ = U L;biy
i=1 i=1

for some L;, L, € CF(H), i € [n]. Since the cosets Hb; are disjoint, it follows that

KnK'= (U Libi> N (U L;bi) U (L N Lj)b
i=1 =1 i=1

Since CF(H) is closed under intersection, then L; N L, € CF(H), for all i € [n] and, by
Proposition 3.1.6, K N K" € CF(G).

Now we prove 2. Suppose that CF(G) is closed under complement. Since it is closed
under union, it must be closed under intersection. Now, let K € CF(H). By Lemma 3.1.4,
K € CF(G) and so G\ K € CF(G). Now, H <;; G and so H € Rec(G). By Lemma 3.1.2,
H\K=HnN(G\K) e CF(G) and Lemma 3.1.1 yields that H \ K € CF(H).

Conversely, suppose that CF(H) is closed under complement and let K € CF(G). Then
K = i, Lib;, for some L; € CF(H), i € [n] and G\ K = Uj—,;(H \ L;)b;. Since CF(H)
is closed under complement, then H \ L; € CF(H), for all i € [n] and by Proposition 3.1.6,
G\ K € CF(G). O

Since context-free languages are not closed under intersection and complement, it is not
expected for the properties in the statement of Corollary 3.1.7 to hold often. Indeed, we
conjecture that CF(G) is only closed under intersection (resp. complement) if G is virtually
cyclic. To support these conjectures, we present the following proposition.

Proposition 3.1.8. Let G be a finitely generated group. If G is virtually abelian or virtually
free, then CF(QG) is closed under intersection (resp. complement) if and only if G is virtually

cyclic.
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Proof. If G is finite, then C'F(G) is obviously closed under intersection and complement. If G
is virtually Z, then, by (2.1), CF(G) = Rat(G) and Rat(G) is closed under intersection and
complement since Rat(Z) is closed under intersection and complement ([96, Propositions 3.6
and 3.9]).

Now we will prove that if CF(Z™) and C'F(F,,) are closed under intersection (resp. comple-
ment), then m = 1 and that suffices by Corollary 3.1.7 and the fact that every finitely generated
virtually abelian group has a free-abelian subgroup of finite index and every finitely generated
virtually free group has a free subgroup of finite index.

We start with the free-abelian case. Suppose that G = Z™, for some m > 1. Let
A={e1, - ,emn} be the canonical set of generators for Z™ and 7 : A* — Z™ be the standard
surjective homomorphism. Let K be the subset of Z™ given by the elements which have 0 in
the first component and K> be the subset of elements having 0 in the second component. Then
K1 N Ky is the set of elements that have 0 in both the first and second components. Then

Kin™t={w e A" | ne, (w) =n_—1(w)},

€1
Kot = {w € A* | ng,(w) = n62_1(w)}

and
(K1 N Ky)n bt = {w e A* | ne, (w) = n€;1(w) and ne, (w) =n_-1(w)}.

€2

It is well known that K 7! and Kon~! are context-free languages of A*. Suppose that
(K1 N K2)7~ ! is context-free, let p be the constant given by the pumping lemma for context-free
languages and let z = efebe; e, ”. Any factorization of z of the form 2z = vvwzy with [vwz| < p
and |vzx| > 1 is such that vz doesn’t have occurrences neither of both e; and 61_1 nor of both ey
and ey !, and so uv w2y ¢ (K1 NKy)n~ ', which contradicts the assumption that (Kj N Ko)r~!
is context-free. Hence, CF(Z™) is not closed under intersection if m > 1.

Now, suppose that G = F,,, for m > 1. Let A = {a1,--- ,a;n} be a free basis for F,,
and 7 : A* — F,, be a surjective homomorphism. Let K; = {a}aba;? € F,, | p,q > 0} and

Ky = {d}a%a;? : p,q > 0}. Then K 71 and Kor—! are context-free languages of A* (K7 is
context-free since L = {afa} | p > 0} is context-free by Example 2.1.7 and K; = L{a;'}*; K3
is analogous) but

(K1 N Ky)n—t = {a}aya;™ € A* | n >0}

can easily be seen not to be context-free by the pumping lemma. Hence, by Lemma 2.3.7,
Ki,Ky € CF(F,,) but K1 N Ky & CF(F,).

Finally suppose that CF(Z™) and CF(F,,) are closed under complement. Then, since
CF(Z™) and CF(Fy,) are closed under union, they must also be closed under intersection and,
by the above, it follows that m = 1.

Therefore, if G is a virtually abelian or virtually free group such that CF(G) is closed under
complement or intersection, then G must be virtually cyclic. U
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Combining Lemma 2.3.7 with Proposition 3.1.6, we get a description of context-free subsets
of a finitely generated virtually free group.

Corollary 3.1.9. Let G be a finitely generated virtually free group, F = F4 be a finite index
free subgroup of G with a free basis A, and G = U} | Fb; be a decomposition of G as a disjoint
union of cosets of F. Then CF(G) consists of the sets of the form

where L; C A* is such that L; is a context-free language of A*.

3.1.2 Algebraic subsets

We will now replicate the approach we had for context-free subsets and obtain similar results
for algebraic subsets.

Lemma 3.1.10. Let G be a finitely generated group and Ky € Alg(G) and Ko € Rec(G). Then
K1 N Ky € Alg(G).

Proof. Let G = (A) and m : A* — G be a surjective homomorphism. Let L be a context-free
language such that Lw = K;. Then L N Kon~! is a context-free language, since context-free
languages are closed under intersection with a rational language and (L N Kor Y7 = K1 N Ko.
Hence, K1 N Ky € Alg(G). O

The following lemma follows directly from [53, Proposition 5.4].
Lemma 3.1.11. Let G be a finitely generated group and H <;; G. Then
[K CH|K € Alg(G)} C Alg(H).

We remark that we can remove the hypothesis of normality in this case.

Lemma 3.1.12. Let G be a finitely generated group and H <;; G.
[K CH|K e Alg(G)} C Alg(H).

Proof. Let K € Alg(G) be such that K C H. There exists a normal subgroup F' < H such that
F . G (and so F' < ri. H ). Then H has a decomposition as a disjoint union

H=Fb U---UFby,

for some b; € H and K can be written as a disjoint union of the form

n
K=KnH=JFbhnK.
1=1
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We will prove that for every i € [n], Fib; N K € Alg(H), which suffices since Alg(H) is closed
under union.

So, let ¢ € [n] and write K; = Fb; N K. Then Kibi_1 C F. Since F has finite index in G,
then F' € Rec(G), and so, by Lemma 2.3.4, Fb; € Rec(G). Since K € Alg(G), by Lemma
3.1.10, it follows that K; € Alg(G), which implies that Kibz-_1 € Alg(G). Since Kibi_1 CF
and F is a finite index normal subgroup of G, then Lemma 3.1.11 yields that K;b;* € Alg(F).
Hence K;b; ' € Alg(H) and K; € Alg(H). O

Notice that, similarly to what happens in the rational case, the reverse inclusion holds for
every finitely generated subgroup H (not necessarily of finite index). The analogous structural
result to the one obtained for context-free subsets is now obtained in the algebraic case.

Proposition 3.1.13. Let G be a finitely generated group and H <y; G. If G is the disjoint
union G = U Hb;, then Alg(G) consists of all subsets of the form

U Libs (L; € Alg(H))

Proof. Let K C G be a subset of the form U} ;L;b; with L; € Alg(H). Then, L; € Alg(G) for
all i € [n], and so L;b; € Alg(G). Since Alg(G) is closed under union, then K € Alg(G).
Conversely, let K € Alg(G). Then K can be written as a disjoint union

n
K=KnG=JHhNK).
i=1

Put K; = Hb; N K and let ¢ € [n]. Since H <;; G, by Proposition 2.3.2, we have that
H € Rec(G), and so, Hb; € Rec(G), by Lemma 2.3.4. It follows from Lemma 3.1.10 that
K; € Alg(G) and so L; = K;b; ' € Alg(G) and L; € H. By Lemma 3.1.12, we deduce that
L; € Alg(H) and thus

n n

K=KnG=JK; =] L.
i=1 i=1
O
As in the case of context-free subsets, if we are able to construct an automaton recognizing
Hn~1 (in particular, if M Py, (G) is decidable), then the construction above is algorithmic.
The proof of the following corollary is analogous to the one of Corollary 3.1.7.

Corollary 3.1.14. Let G be a group and H <;; G. Then we have that

1. Alg(Q) is closed under intersection if and only if Alg(H) is closed under intersection;

2. Alg(Q) is closed under complement if and only if Alg(H) is closed under complement.

We will now use an example from [61], which also appears in [53], to prove that, unlike the
case of context-free subsets [53, Corollary 4.7], algebraic subsets of F,, are not closed under
intersection with rational subsets of F;,, for n > 1.



40 Subsets of groups

Example 3.1.15. Let F,, be the free group of rank n > 1 with basis A = {ay,as,...,a,}. Let
G = ({S,T},A, P,S) be a context-free grammar with the following set of productions P:

S — a;Sa;?
S—=T
T — a'TTa,

T—)CLQ.

By definition, L(G) is a context-free language and K1 = L(G)w € Alg(F,,). The set Ky = {a} €
F,, | n € N} is rational since Ko = (a})7, but K1 N Ky = {a2" € F,, | n € N} (see [61, Example
1] or [53, Proposition 4.8]). We now prove that K1 N Ko ¢ Alg(F,).

Let p : A* — N2 be the function defined by

p(w) = (ng, (w),nal_l(w),naz,(w),na;(w), oo Ny, (W), ng =1 (W)

Suppose that K1 N K9 = L7 for some context-free language L. By Theorem 2.1.6 (Parikh’s
Theorem), p(L) = {p(w) | w € L} is a semilinear set of N*. Denoting by u; the i-th coordinate
of a vector u € N2", we have that,

{us —usq |uep(L)} ={2" | n e N}, (3.2)

because if w € A* is such that wr = a%k, then p(w)s — p(w)s = 2F.

If p(L) is semilinear, then, by definition, p(L) = U¥_, L;, for some linear sets L;. Let i € [k]
and write
L; = v+ Nvy + -+ + Nuy,

for some v; € N2, i € [m]. Let j € [m]. Then u,u + v;j,u + 2v; € L; C p(L). Hence, there are
ko, k1 € N such that

uz —ug =2 and  (u+vj)z— (utvj)g=uz + (V)3 — ug — (v;)4 = 2",
thus
(v)3 = (vj)a = 2% — 2%, (3.3)
But now,

(u + 2’Uj)3 — (u + 2’Uj)4 = usz + 2(Uj)3 — Ugq — 2(’[)j)4

= u3 —ug +2((v)3 — (vj)a)
— 2k0 + 2k1+1 _ 2k0+1

— 2]{30 (2k51+1—k0 _ 1)
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Since u + 2v; € p(L), then 2ko(2k1+1=ko _ 1) is a power of 2 with nonnegative exponent, which
implies that k1 = ko. Indeed, if k1 +1 — kg > 1, then 2F1+1=%0 _ 1 js 0dd and if k1 +1 — ko < 1,
then 2M+1=ko _ 1 is nonpositive. This, together with (3.3), implies that (vj)3 — (v;)s = O.
Since j is arbitrary, we have that for all j € [m], (vj)3 — (vj)a = 0. Hence, for all z € L;,
x3—x4:u;;—u4:2k0.

Therefore, {ug —u4 | u € p(L)} is finite, which contradicts (3.2).

Corollary 3.1.16. Let G be a finitely generated virtually free group. Then Alg(G) is closed
under intersection (resp. complement) if and only if G is virtually cyclic.

Proof. If G is virtually cyclic, then Alg(G) = Rat(G), which is closed under intersection and
complement.

If G is virtually free but neither finite nor virtually Z, then G has a finite index free subgroup
F of rank greater than 1. By Example 3.1.15, Alg(F') is not closed under intersection and so
by Corollary 3.1.14, Alg(G) is not closed under intersection.

Since Alg(G) is closed under union, closure under complement implies closure under inter-

section. O]

Combining the results on the structure of CF(G) and Alg(G) we can also prove the
equivalence of a natural decidability question on G and on H, similar to the one proved in the
rational and recognizable case in [96, Theorem 4.8].

Proposition 3.1.17. Let G be a group such that M Py ; (G) is decidable and H <y; G. Then
the following are equivalent:

1. given K € Alg(G), it is decidable whether or not K € CF(G).
2. given K € Alg(H), it is decidable whether or not K € CF(H).

Proof. Write G as a disjoint union of the form U}, Hb;. Suppose that 1 holds and let K €
Alg(H). Then K € Alg(G). Since H <;; G and K C H,then K € CF(G) <= K € CF(H),
by Lemmas 3.1.1 and 3.1.4.

Conversely, suppose that 2 holds and let K € Alg(G). Then K = U ,L;b;, for some
L; € Alg(H). By Proposition 3.1.6, K € CF(G) if and only if each L; € CF(H), for i € [n]
and that we can decide from 2. O

3.2 Subsets of subgroups

The purpose of this section is to study the kind of Fatou property in (3.1) for recognizable,
context-free and algebraic sets, completing the picture on this question for these four classes of
subsets of a finitely generated group. The context-free case will lead to a new characterization
of virtually free groups and the algebraic case will answer a question posed in [53], which was
further developed in [54].
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3.2.1 Recognizable subsets

In this section we deal with the easier case of recognizable subsets and are able to describe

exactly when such a property holds.

Proposition 3.2.1. Let G be a group and H < G be a subgroup. Then
{K CH|K € Rec(G)} C Rec(H),

but the reverse inclusion holds if and only if H <;; G.

Proof. Let K € Rec(G) be such that K C H. Then K is a (finite) union of cosets of some
finite index subgroup F' <f; G:

for some m € N, b; € K such that Fb; # Fb; if i # j. Since K C H, then

K=KnH = <UFbZ-> NH=|J(FbnH).
i=1 =1

Since F'b; N H is either empty or a coset of F'N H, then

m/

K = J(FnH)Y,
i=1
for some m’ < m and b} € K. Since F has finite index in G, then F'N H has finite index in H
and K can be written as a union of cosets of a finite index subgroup of H. Thus, K € Rec(H).
If [G: H] = oo, then H € Rec(H), but H ¢ Rec(G), and so Rec(H) Z {K C H | K €
Rec(G)}. On the other hand, if H <;; G, then {K C H | K € Rec(G)} = Rec(H), since every
K € Rec(H) is the union of cosets of a finite index subgroup of H, and so it is the union of
cosets of a finite index subgroup of G. O

3.2.2 Context-free subsets

Now we will investigate the kind of Fatou property in (3.1) for context-free sets, which will lead
to another characterization of virtually free groups. One of the inclusions is given by Lemma
3.1.1, so we only have to worry with the reverse inclusion. We will prove that it holds if and
only if the group G is virtually free, making use of the Muller-Schupp theorem, which describes
virtually free groups as being the ones with a context-free word problem (see [78]) and of the
results of the previous section concerning finite index subgroups.

We will solve the free group case first.
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Proposition 3.2.2. Let F' be a finitely generated free group. Then
CF(H)={KCH|KecCF(F)},
forall H <y, F.

Proof. Let H <;, F'. By Marshall Hall’s theorem, there is a subgroup N <¢; F' such that
N = H « H' for some H' < F. Let K € CF(H). We will prove that K € CF(N), which, by
Lemma 3.1.4 is enough to show that K € CF(F). So let A be a free basis for H and A’ be a
free basis for H' disjoint from A (so B = AU A’ is a free basis for N) and let 7 : A* — H and
p: B* — N be the standard surjective homomorphisms. So, pl i« =m. Since K € CF(H), by

Lemma 2.3.7, K7~ is a context-free language of A*. But then Kp—1 = Kn—1 is context free
in B*, which, again by Lemma 2.3.7, shows that K € CF(N). O

Now, we can prove the main result of this section which provides another language theoretical
characterization of virtually free groups among finitely generated groups.

Theorem 3.2.3. Let G be a finitely generated group. Then G is virtually free if and only if
CF(H)={K CH|KeCF(@G)},
forall H <;, G.

Proof. Let G = (A) be a finitely generated group and 7 : A* — @G be the standard surjective
homomorphism. If GG is not virtually free, then by the Muller-Schupp theorem, we have that
{137~ is not context-free, and so {1} ¢ CF(G). But taking H = {1}, we obviously have that
{1} e CF(H),and so CF(H) #{K CH | K € CF(G)}
Now, suppose that G is virtually free. Then G admits a decomposition as a disjoint union
of the form
G=FbjU---UFby,,

for some free group F' <¢; G and b; € G, for i € [m]. By Lemma 3.1.1, we only have to prove
that CF(H) C CF(G). Let H <y, G and K € CF(H). We will show that K € CF(G).
We have that

H:HnG:Hn(UE@):LﬂHmﬂw:LﬂHmmU
=1 =1 =1

for some m’ < m and b; € H, since H N F'b; is either empty or a coset of H N F. Moreover, we
can assume the cosets (H N F)b] to be disjoint. Since K € CF(H), then

m/

K = | Lit},
=1
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for some L; € CF(HNF), i € [m/]. Since virtually free groups are Howson, then HNF <;, F
and, by Proposition 3.2.2, it follows that L, € CF(F), for all i € [m/]. By Lemma 3.1.4, this
implies that L; € CF(G). Using Lemma 2.3.4, we get that L;b, € CF(G), for all i € [m/] and
since CF(G) is closed under union, then K € CF(G). O

3.2.3 Algebraic subsets
Finally, we tackle the same problem for algebraic subsets.

Problem 3.2.4. Let G be a group and H < G be a subgroup. Is it true that Alg(H) = {K C
H|K e Alg(G)}?

Notice that, similarly to what happens in the rational case, in the algebraic case the inclusion
Alg(H) C{K C H | K € Alg(G)} is obvious, so we will only deal with the reverse inclusion.
This particular question was raised by Herbst in [53] and answered affirmatively in the
particular case where G is a virtually free group in [54]. We also know that the answer is
positive in the case where H is a finite index subgroup of G by Lemma 3.1.12. However, we
will show that the answer is not always affirmative by constructing a specific counterexample.
Let A={ay,...,an}, G=(A| R) be a group, ¢ € Aut(G) and g € G.

Consider the semidirect product
G ¥, Z = (At | Rt ait = a;p). (3.4)

Using the relations, every element of G' X, Z can be rewritten as an element of the form
tg, where a € Z and g € G, in a unique way. These groups will be studied in more detail in
Chapter 5.

—_—~—

Remark 3.2.5. In a group of the form G x, Z, Gr=! = {w e AU{t} |ni(w) =n;-1(w)} is
context-free, and so G € CF(G %y, Z). In particular, since G has infinite index in G X, Z, this
is an example of a group where recognizable and context-free subsets do not coincide.

Theorem 3.2.6. Let G be a finitely generated group and ¢ € Aut(G). If Alg(G) = {K C G |
K € Alg(G x4, Z)}, then the orbit through ¢ of every element is an algebraic subset of G.

Proof. Let G be a group generated by a finite set A = {a1,...,a,} and 7 : A* — G be the stan-
dard surjective homomorphism. Then G %, Z admits a presentation of the form (3.4) and there is

—~— *

a natural surjective homomorphism p : AU {t} — G x,Z such that p|4 = 7 (identifying G with
the subset {t% | g € G}). For every w € A*, the language L = {t "wt" |n € N} C AU {t}* is
context-free and so Lp is an algebraic subset of G x, Z. But (¢t "wt™)p = t°(wr)e™, for all
n € N, thus Lp = {t(wm)¢"™ | n € N} C G. Since Alg(G) = {K C G | K € Alg(G %, Z)},
then Orb,(wr) € Alg(G), for every w € A*. O

This allows us to construct a counterexample to Problem 3.2.4.
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2 1
Example 3.2.7. Consider the group Z? and Q = ll 1] € GLs(Z)

Since Z? is abelian, we have that Alg(Z?) = Rat(Z?*). We will see that the orbit of (1,0) € Z?
is not rational, which by Theorem 3.2.6, implies that Alg(Z?) # {K C G | K € Alg(Z* xq Z)}.
Let (fn)n € N be the Fibonacci sequence.

We have that, for £k € N

k| faerr S
v = [ Jok f2k1]

This can be seen by induction on k. It holds for k = 1. Suppose that it holds for all integers up
to some r € N. Then

O+ = Q= [f2r+l Jar ] lQ 11 _ l2f2r+1 + for  2for +f2r1‘| B [f2r+3 f2r+2‘| '
Jor  for— Jor + forv1 for + for—1 Jort2  forta

11

The orbit of (1,0) is the set of the first rows of powers of Q:

Orbg((1,0)) = {(1,0)} U {(fak+1, for) | k € N}

Suppose that Orbg((1,0)) is rational. Then so is its projection to the first component
{fors+1 | k € N}. Let A= {a,a'}. By Benois’ Theorem, the language L = {a/2+1 | k € N} C
A* is rational, which is absurd by the pumping lemma for rational languages.

Remark 3.2.8. We know from [5/] that if G is virtually free, then Alg(H) ={K C H | K €
Alg(G)}, for every H <y, G. However, unlike the context-free case, we cannot expect this
property to characterize virtually free groups, since, for example in abelian groups, the set of

algebraic subsets and rational subsets coincide and property (3.1) always holds.






Chapter 4
Virtually free groups

When, in an algorithm, we take a finitely generated virtually free group as input, we assume
that we are given a decomposition as a disjoint union

G=FbUFbyU---UFb,, (4.1)
where FF = F4 < G is a finitely generated free group and a presentation of the form
(A,b1,...,by | R), where the relations in R are of the form b;a = u;b; and b;b; = vi;br,,, with
Ujq, Vij € F4 and Tij € [m], ,j=1...,m,a € A.

A subgroup H of a group G is fully invariant if p(H) C H for every endomorphism ¢ of G.
We start by presenting a technical lemma, which is simply an adaptation of [59, Lemma 2.2]
with the additional condition of the subgroups being normal. The proof follows in the exact
same way as theirs, but we will present it anyway, for completeness. This lemma will be a

crucial tool throughout this chapter.

Lemma 4.0.1. Let G be a group, n be a natural number and N be the intersection of all
normal subgroups of G of index < n. Then N is fully invariant, and if G is finitely generated,
then N has finite index in G.

Proof. Let ¢ € End(G) and

Now,

H<G H<G
[G:H]<n [G:H]<n

and since the preimage of a normal subgroup of index at most n is itself a normal subgroup of
index at most n, then ¢ ~!(V) is the intersection of some (maybe not all) of these subgroups,
which implies that N C ¢~ !(N), and so ¢(N) C N. Moreover, if G is finitely generated, for
each n, there are finitely many subgroups of index at most n, because there are finitely many

47
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groups of size k < n and for each finite group G’, there are finitely many homomorphisms
G — G'. Therefore, in this case, N is the intersection of finitely many finite index subgroups
and so N has finite index itself. a

Proposition 4.0.2. Let G be a virtually free group. Then, we can compute generators for a
finite index fully invariant free normal subgroup F' of G and write G as a disjoint union of the
form

G=FbjUFbU---UF'b,

Proof. Take a decomposition as in (4.1). By Lemma 4.0.1, the intersection F’ of all normal
subgroups of G of index at most m is a fully invariant finite index subgroup, i.e. [G : F'] < oo
and F'p C F’ for all endomorphisms ¢ € End(G). Also, since [G : F] = m and F < G, then
F' < F, and so F' is free. We will now prove that F’ is computable. We start by enumerating
all finite groups of cardinality at most m. For each such group K = {ki,...,ks} we enumerate
all homomorphisms from G to K by defining images of the generators and checking all the
relations. For each homomorphism 6 : G — K, we have that [G : Ker(0)] = |Im(0)| < |K| < m.
In fact, all normal subgroups of G of index at most m are of this form. We compute generators
for the kernel of each 6, which is possible by Schreier’s Lemma, since we can test membership
in Ker(6), which is a finite index subgroup. We can also find as,...,as € G such that

G = Ker(#) UKer(8)az U - - - U Ker(0)as,

taking a; such that a;0 = k;.

Hence, we can compute F”, since it is a finite intersection of computable subgroups, and a
decomposition of G as a disjoint union

G=FV,UFbyU---UFD,.

since the membership problem is decidable for finitely generated virtually free groups. O

Notice that the subgroup F’ in Proposition 4.0.2 is a subgroup of F, so we can use the
theory of Stallings automata to find a basis for F’. This shows that when, in an algorithm, we
take a finitely generated virtually free group as input, it is not a restriction to assume that we

are given a decomposition as a disjoint union
G=FbUFbyU---UFb,,, (4.2)

where F' = F4 < G is a fully invariant free subgroup of G and a presentation of the form
(A,b1,..., by | R), where the relations in R are of the form b;a = u;b; and b;b; = v;;br,;, with

Uiq, Vij € Faand rj; € [m], 4,j =1...,m, a € A.
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4.1 Fixed points and the stable image

Let G be a group and ¢ € End(G). We recall that a point « € G is said to be a fixed point
if 2 = x. The set of all fixed points forms a subgroup which we denote by Fix(¢). A point
x € (G is said to be a periodic point if there is some m > 0 such that x¢™ = x. The set of all

periodic points forms a subgroup which we denote by Per(y). Obviously, we have that
(o]
Per(yp) = U Fix(¢").
k=1

The stable image of ¢ is
P2 (G) = ¢'(G).
i=1

This notion was introduced in [60], where it was proved that, if G is a finitely generated free
group, then ¢>°(G) is finitely generated and | (@) is an automorphism.

Mutanguha proved in [79] that a basis for the stable image of an endomorphism of a finitely
generated free group can be computed, which, combined with previous work by Bogopolski
and Maslakova, implies that Fix(¢) can be computed for general endomorphisms of a finitely
generated free group.

The purpose of this section is to show how we can extend Mutanguha’s results to finitely
generated virtually free groups, providing an algorithm to compute the fixed subgroup of an
endomorphism of a finitely generated virtually free group and another one to compute its stable

image.

Theorem 4.1.1. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G and output a finite set of generators for Fix(p).

Proof. Take a decomposition as in (4.2), writing G as a disjoint union
G=FbjUFbyU---UFb,,.

where F' is a fully invariant free normal subgroup of G. Now, take 1) = ¢|r. Since F is fully
invariant, then ¢ € End(F). Now, for u € F, put X, = {z € F | 2t = zu}. We claim that
X, is computable. Since [G : F| < oo, then F' is finitely generated and so it has a finite basis
X. Consider a new letter ¢ not belonging to X, let F’ = F % (c|) and ¢’ € End(F’) defined by
mapping the letters x € X to z¢ and ¢ to u~tc. By [79], we can compute a basis for Fix ().
It is easy to see that X,c = Fix(¢)') N Fe. Indeed, if z € X,,, then

(xc)¢/ = ($¢/)(C¢/) = ($¢)U_1c = zuu"te = zc
and if x € Fix(¢)') N Fe¢, then there is y € F such that z = yc and

ye = (ye)o' = (y)u'c,
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which means that yy = yu and so y € X,. Therefore, for all u € F, X,c (and so X,,) is
computable. We claim that, for i € [m],

if b;((b;)~! F
Fix() O Fby = 4 1 ((b2) 190) g
Xbi((bi)_lsﬁ)bi if bz((bl)_ gp) cF

Suppose that b;((b;)"tp) € F. Let x € X ((b)-1¢)- Then, zp = xb;((b;) "), and so (xb;)p =
xb;. Thus, zb; € Fix(p) N Fb;. Now, let x € Fix(¢) N Fb;. Then, x(b;)~! € F and

2(bi) " bi((b) 1)
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and so (b))~ € Xy, ((b)-14)-

If Fix(¢) N Fb; # 0, then there is some x € F such that (z¢)(bip) = (2b;j)¢ = zb; and
so mp = xb;((b;)"t¢). Since F is fully invariant, then zb;((b;)"1p) € F, which yields that
bi((bi)_ltp) e F.

Clearly,
m
Fix(p) = U Fix(¢) N Fb;,
i=1
and so Fix(y) is computable, since it is a finite union of computable rational subsets. O

Bestvina and Handel proved in [8] the so-called Scott conjecture which stated that for an
automorphism ¢ € Aut(F),) of a free group, the rank of the subgroup fixed by ¢ was bounded
above by the rank of the free group, i.e., rk(Fix(p)) < n. This was later shown to hold for
general endomorphisms of the free group in [60]. We remark that the above proof does not give
us a uniform bound on the rank of the virtually free group G, but it implies that the rank of
the fixed subgroup by an endomorphism of a finitely generated virtually free group is bounded
above by the sum of the rank the (fully invariant free normal) subgroup F' and its index.

Remark 4.1.2. Since Fix(¢) = Fix(¢)NF, the proof above shows that we can compute m' < m
and c¢; € G such that

Fix(p) = | Fix(¥)c;.
=1

Also, since F < G, then Fix(¢) < Fix(¢), and so ‘Fix(go)/FiX(w)} < m, which means that

Fix(go)/FiX(Q/)) has a generating set with at most logy(m) elements, and so Fix(y) has a
generating set with at most rk(Fix(1)) + logy([G : F]) elements. By [60], it follows that
rk(Fix(p)) < rk(F) + logy([G : F)).

Bogopolski, Martino and Ventura proved in [10, Theorem 4.8] that the twisted conjugacy
problem for automorphisms of a finitely generated virtually free group G, TCPau(G), is
decidable. In fact, knowing that the computation of fixed subgroups for endomorphisms of
virtually free groups is possible, we can easily extend this result to general endormorphisms of
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finitely generated virtually free groups. Notice that, in view of Proposition 3.0.1, computability
of the intersection of two rational subsets of a finitely generated virtually free group can be
reduced to the intersection of rational subsets of a free group, which is computable.

Corollary 4.1.3. Let G be a finitely generated virtually free group. Then TC Pg,q(G) is
decidable.

Proof. Let ¢ € End(G) and u,v € G be our input. Let z,y be new letters not belonging to the
generators of G and put G1 = G * (z,y|). Then G; is virtually free, since it is a free product
of virtually free groups. Let ¢ : G; — G be defined by gy = gy for all g € G; xv) = zv; and
y¥ = u~'y. Then, there exists a twisted conjugator w € G such that v = w™'u(wy) if and only
if there exists a fixed point of 1/ of the form zzy with z € G. Indeed, if v = w™lu(wyp), then

(zwy)y = zo(wlP)u Ty = 2wy

and, conversely, if there is a fixed point zzy of ¢ with z € G, then
vzy = (v2y)9 = av(zp)u'y,

hence z = v(zp)u~!.

So, u and v are p-twisted conjugates if and only if 27! Fix(¢)y~! N G # 0, which can be
decided, since G and Fix(¢) are computable subgroups of G. O

Now we prove computability of stable images.

Theorem 4.1.4. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G and output a finite set of generators for o*°(Q).

Proof. Write G as a disjoint union of the form
G=FbU---UFby,,
where F' is a fully invariant free normal subgroup of G. Then

©®(G) = >(G) NG
= (¢>®(G)NFb) U--- U (p=(G) N Fby,).
We will prove that each of the subsets p>°(G) N F'b; is rational and computable, which implies

that ¢°°(G) is finitely generated and computable, since it is a finite union of (computable)
rational subsets (see Theorem 2.3.1).
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Fix i € [m]. Since, for all k € N, Gk = i FoF(bj"), we have that

©>®(G)N Fb; —(ﬂGgo)ﬁFbi

keN

= [ (G¢* N Fby)
keN

ﬂUFcp ")yn Fby).

keNj=1

Since F is fully invariant, we have that, for all k € N, (Fb;)p* C F(b;j*). Hence, the
mapping 0 : G/F — G/F defined by Fb; — F(b;p) is a well-defined endomorphism. Since
|G/F| = m is finite, we can compute the orbit Orby(Fb;) of F'b; through 6. In particular, we
can check if F'b; is periodic.

If it is not, then Fb; ¢ Im(6%), for k > m. This means that for k& > m, and j € [m],
Fo*(bj") N Fb; € F(bj") N Fb; = (Fbj)0* N Fb; =0,

since F'b; ¢ Im(0%) and so (Fb;)0* and Fb; are distinct, thus disjoint, cosets. Hence, ¢>(G) N
Fb; = 0.

If F'b; is periodic, say of period P, then we claim that

e (G)NFb; = (G NFb;) = () (Ge" N Fb;) = () Fe ™ bip™™. (4.3)
keN k>m k>m

The first two equalities are obvious and it is clear that

) Fe bip™ € ) (Ge* N Fby)

k>m k>m
since F'b; is a periodic point of # with period P. Now we prove the reverse inclusion. Let
T € Npom(GE* N Fb;) and fix k > m. Then x € Gp?’* N Fb;, which means that there are some
f € F and j € [m] such that

(f0,)%F% = (fb;) "R pF = 2 € Fb;.

Since k > m, it follows that (Fb;)0% must belong to the periodic orbit of Fb;. Since it
gets mapped to Fb; after Pk applications of #, we must have that (Fbj)HPk = Fb;, and so
(fbj)p"* € Fb; and

= (b)) *eP* € (Fby) ol = FpPRboP*,

Since k is arbitrary, we have proved (4.3).

Now, since Fb; is a periodic point of 6, this means that there is some y € F' such that
bio" = yb;. Let c be a letter not belonging to F, F' = F x {(c|) and ¢ : F' — F’ be the
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endomorphism that applies ¢ to the elements in F' and maps ¢ to ye. We will prove that

e (G)NFb; = (| Fe'Fbip"* = ( N kacwk) ¢l = WX (F')Y N Fe)e ;.

k>m k>m

The first equality is simply (4.3). The second equality follows from the fact that

k-1
bt = (H y¢(k_9_1)P) bi = (cpF)e b,

=0
Finally, it is clear that (Nys,, FY*ct®) = Npam (Fe)* C (v>°(F') N Fe), and so

() FuFeyp®)e o € (W™ (F') N Fe)e b

k>m

We only have to prove that (¢°°(F") N Fc) C Npam F*ey®. We start by proving that
Vk eN, Vo € F' (z¢p* € Fe = ay* e (Fe)yh)

Let k € N, z € F’ and X be a basis for F. We proceed by induction on |z|. If |z| = 1, then
xp* € Fe implies that = = ¢, since Fy* C F and so z¢* = cy* € (Fc)y¥. So assume the
claim holds for all z such that |z| < n and take z such that |z| =n + 1. Write = z1 -+ zp41
and z* = wy - - - wy,1, where z; € X/U\{/c} and w; = x;0*. Let w = wy - wpqq € (X/U\{/c})*
Then nq(x) = ne(w) and n.-1(w) = n.-1(x). Choose any cancellation order on w;j - - wp41.
We have that the result of cancellation, wy - w,+1, belongs to Fc. The ¢ that survives the
cancellation must belong to some w; and it appears as the last letter of w;, by definition of
Y. If i < n, then we have that 2y = wi-——-w; = (x1---x;)¢*, and so, by the induction
hypothesis, it follows that z¢* = (x1---x;)¢* € (Fe)y*. If, on the other hand the surviving
¢ belongs to wyy1, then either n.(w) = 1 and n.-1(w) = 0, in which case the claim is
obvious since z € Fe, or n.(w) > 1 and n.1(w) = n.(w) —1 > 0 and there is cancellation

bs. Consider the first cancellation occurring between ¢’s and ¢~ !’s and

between c¢’s and ¢~
let 7,5 be such that the cancelled ¢ and the cancelled ¢! belong to w; and wj, respectively,
and so z; = ¢ and z; = ¢! and ¢ (resp. c¢!) is the last (vesp. first) letter of w; (resp.
wj). Suppose that ¢ < j. Then j > i+ 1, since otherwise x is not reduced. Thus, we
have that w11~ w;—1 = 1, i.e., g1 -Tj—1 € Ker(¢*) and zp* = z1 - “Tikj e Tpyl. By
the induction hypothesis, it follows that zv* = (2122 2p1)P* € (Fe)yk. If i > j,
we proceed analogously. Again we have that ¢ > j 4 1, since otherwise z is not reduced.
Since the first letter of w; cancels with the last letter of w;, we have that w;—~w; = 1, i.e.,
xj---x; € Ker(¢*) and 2y = 21 - 2 12,41 - 2p41. By the induction hypothesis, it follows

that 2% = (1 2j 12441 - - Tpp1)VF € (Fe)k.
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Hence, Im(¢¥) N Fe C (Fe)y* and

W*(F)NFe) C () (Fogt = () Fyteyt.
k>m k>m
By [79], ¥°°(F") is finitely generated (thus rational) and computable, so ¢*>°(G) N Fb; =
(°°(F") N Fe)e™ b, is also rational and can be effectively computed. O

4.2 Eventually fixed and eventually periodic points

Recall that, given x € GG, the orbit of & through ¢ is defined by
Orb,(z) = {z¢" | k € N}.

A point x is said to be eventually periodic if its orbit is finite, i.e., there is some m € N such
that z¢™ € Per(y) and similarly, x is said to be eventually fized if there is some m € N such

m+1 In this case, for every k > m,

that x¢™ € Fix(p) or, equivalently, such that z¢™ = z¢
we have that zp*F = z¢™. We denote by EvPer(p) (resp. EvFix(p)) the set of all eventually

periodic (resp. fixed) points of ¢. It is clear from the definitions that

(Fix(p))p™".

(G

(Per(«p))cp_k and EvFix(p) =
1 k

(-

EvPer(p) =

k 1

Proposition 4.2.1. Let ¢ € End(G). Then EvPer(y) and EvFix(p) are subgroups of G.

Proof. Let 1,20 € EvPer(¢). Then, there are mi,ms € N such that x1¢* and x12

are periodic points for all k&1 > my and ko > ma. So, taking M = max{m, mo}, we have

M is periodic. Also, if there is some m € N such that x1p™ € Per(y), then

that (z122)¢
x7 1™ € Per(yp).

Similarly, let x1,z9 € EvFix(¢). Then, there are m; € N such that x;0™ = z;¢
M+1

41
mitl for

M+1

i = 1,2. Then, putting M = max{mi, ma}, we have that (zy)e = 2Mtlyep =

ze™Myem™ = zoMyeM. Also, we have that (a;l_l)cpm1+1 = (2™t = (z1pm)7! =
_1 m
xy M. O

We are interested in the study of these subgroups. We start by presenting some basic
observations about EvFix(y).
Lemma 4.2.2. Let ¢ € End(G). Then

1. U, Ker(¢*) < EvFix(p)

2. Fix(p) < EvFix(y)

3. EvFix(¢) NPer(p) = Fix(p)
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4. EvFix(p) = Fix(p) <= ¢ is injective

Proof. 1, 2 and 3 are obvious by definition. If ¢ is injective, then (Fix(y))¢™* = Fix(p)
for every k € N, and so EvFix(p) = Fix(p). If there exists 1 # x € Ker(p), then = €
EvFix(p) \ Fix(p). O

A natural question to ask is: is EvFix(y) necessarily finitely generated? In case G is a
finitely generated virtually free group, we know that Fix(¢) is finitely generated and computable,
and so one might wonder if the same occurs for eventually fixed points. For instance, if ¢
is injective, then that must happen, by the previous lemma. However, it is not hard to find
examples showing that both things can happen, even in the simpler case where G is a free
group of finite rank.

Example 4.2.3. Let ¢ : F5 — F5 be defined by a — aba and b — 1. Then for x € Fj,
we have that ¢ = (aba)*®), where \, : F — Z homomorphism defined by a + 1 and
b 0. So, Fix(yp) is trivial and Ker(p) = {w | \o(w) = 0}. Also (Ker(¢))p~! = Ker(y). So,
EvFix(¢) = Ker(p), which is not finitely generated.

Example 4.2.4. Let ¢ : F; — F5 be defined by a + bab~! and b+ 1. Then for z € F3, we
have that z¢ = ba**@b~1. So, Fix(¢) = {ba*b~! | k € Z} and EvFix(¢) = (Fix(p))p~! = F,
which is obviously finitely generated.

Despite having both possibilities, we will show that we can decide whether EvFix(p) and
EvPer(p) are finitely generated or not for endomorphisms of finitely generated virtually free
groups.

Another natural question to ask is: can we decide whether EvFix(y) is normal or not? In
the next section, we will study this question in the case of free groups.

4.3 Normality of EvFix(¢) in free groups

The purpose of this section is to describe the cases where, for an endomorphism ¢ € End(F},),
we have that EvFix(p) < F,,. We start with a technical lemma.

Lemma 4.3.1. Let u € F,, \ {1} be a nontrivial non proper power. If there exists w € F,, and
p,q € Z such that wuPw = u?, then p = q and w € (u).

Proof. Let u € F, \ {1}. If there exist w € F,, and p,q € Z such that w™'uPw = u4, then the
cyclic reduced cores of uP and u? are equivalent under a cyclic permutation of their letters.
This implies in particular that p = ¢ and w commutes with u?. ]

We are now able to describe the cases where EvFix(¢p) is a normal subgroup of F,.

Proposition 4.3.2. Let ¢ € End(F},). Then one of the following holds:
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1. EvFix(p) = F,
2. EvFix(p) = U2, Ker(¢")
3. EvFix(¢) is not a normal subgroup of F,.

Proof. Suppose that EvFix(¢) # F,,, EvFix(¢) # U ; Ker(¢*) and that EvFix(¢) < F, and
take g € Fy, \ EvFix(¢). Since EvFix(y) is normal, then for every z € EvFix(p) \ U ; Ker(p*)
we have that grg~! € EvFix(p), and g~ 'zg € EvFix(p), which means that there are some
n,m € N for which (grg= )" = (grg~ )™ and (g7 1zg)p™ ! = (g7 1zg)p™. Also, there is

some p € N such that z¢P = z¢P*!. So, letting M = max{n,m,p}, it follows that

(gzg )Mt = (gzg™)pM, (4.4)
(g7 zg) Mt = (g7 zg) ™ (4.5)

and
o™ = M+ (4.6)

We can rewrite (4.4) as

(™M) (g7 M) (ge™) = (g7 ™M) (g™ (™),

and so (¢ M) (goM) and 2™ commute. Similarly, we can rewrite (4.5) as

(g™ (g ™) (w1 = (2™ (g™ (g7 ™),

and so (gp™) (g 1e™*t1) and 2™ commute.

Since g ¢ EvFix(¢p), then (go™) (g™, (g7 M) (99M) # 1, and since z & 32, Ker ("),

then zo™ # 1. We then have that (go™) (g~ o™ ™), (71 *1)(99™) and 2™ are powers
of the same primitive word u € F},. So, put

(g ™M) (™) = ud (4.7)

(g9™) (g M) = P (4.8)

and
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From (4.7) we get that

(g7 ™ (g™ (g M (gp™) = .
Applying (4.8), we obtain that (g~ oM+ 1)u*(gp™) = u?, and so that

M+1:uk( 2q.

gp ge™M)u~

But from (4.7), we know that
M+1

g™ = (g™ )u.
Hence (goM)u=9 = u*(gp™)u=2?, and (g™ )ul(g~ o) = uF. From Lemma 4.3.1, we
know that k = ¢ and gp™ is a power of u.
Since zpM # 1, then r # 0. From (4.6) and (4.9), we know that (u¢)” = u"¢ = u" and so
u € Fix(p) and gpM is fixed, which contradicts the assumption that g & EvFix(p).
O

We now present some remarks on the previous Proposition.

Remark 4.3.3. Condition 2 in Proposition 4.5.2 is equivalent to Fix(p) being trivial. Indeed, if
there is some nontrivial element x € Fix(y), then x¢* = x # 1, for every k € N. If Fix(p) = 1,
then 2 holds by definition.

Remark 4.3.4. If EvFix(p) is finitely generated, then there must be a bound on the size of the
orbits of eventually fixed points, but the converse is false by Fxample 4.2.53. Indeed, suppose
that EvFix(¢) = (wi,...,wg). Then

M = max{| Orb,(w;)| | i € [k]}

s a bound on the size of orbits of eventually fixed points. We will see later that such a bound
always exists if ¢ is an endomorphism of a finitely generated virtually free group.

Remark 4.3.5. Conditions 1 and 2 are not mutually exclusive. However, if F,, = U2 ; Ker(¢F),
then every point is eventually sent to 1 and, by the observation above, orbit sizes must be bounded.
So, this happens if and only if ¢ is a vanishing endomorphism, i.e, if there is some r such that
" maps every element to 1.

So, we showed that EvFix(¢) is normal if and only if it is equal to the whole group F,, or
to U ; Ker(¢%), and both these conditions can hold simultaneously.

4.4 Finite Orbits

Given a finite orbit Orby(z), we say that Orby(x) N Per(y) is the periodic part of the orbit and
Orby (z) \ Per(y) is the straight part of the orbit.
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O\,
\/

Figure 4.1 A finite orbit

In Figure 1, the straight part of the orbit corresponds to {z,zy,...,z¢" "'} and the periodic
part of the orbit to {zp® | k > 7} = {x¢", ..., 2" P71}, where p is the period of z¢".

In [80], the authors show that, for an automorphism of a free group F),, there is an orbit of
cardinality & if and only if there is an element of order k in Aut(F,). Moreover, the authors
prove that this result does not hold for general endomorphisms, by providing an example
of an endomorphism of F3 for which there is a point whose orbit has 5 elements. However,
using a standard argument, we present a similar result for periodic parts of orbits of general
endomorphisms of F}, and use this result to obtain a uniform bound on their size.

Lemma 4.4.1. There is a periodic point of period k for some ¢ € End(F,) if and only if there
is an element of order k in Aut(F,).

Proof. Let x € Per(y) be a periodic point of period k. Consider the stable image of ¢,

S = ﬂ F,0°.

s>1

As highlighted in Section 4.1, we know that ¢|g is an automorphism. Also, it is obvious that
Per(¢) C S, and so z is a point of S with a finite orbit of cardinality k. Therefore, by [80,
Theorem 1.1], there is an element of order k in Aut(S). Since rk(S) = r < n, then there is an
automorphism of F, of order k, which can be defined by applying the automorphism induced
by ¢|s to the first 7 letters and the identity in the remaining letters.

Conversely, if there is an element of order k in Aut(F},), there is an orbit of cardinality &
for some automorphism of F,,. Since finite orbits of automorphisms are periodic, the result
follows. O

Corollary 4.4.2. There is a computable constant k that bounds the size of the periodic parts
of every orbit Orby (), when ¢ runs through End(F,) and x runs through F,.

Proof. By [75] and [65], Aut(F},) has an element of order m = p{* ---p%s € N, where pls are
different primes, if and only if S5, (p® — pf ™) < n. We have that S5, (p — p2i™t) =

s1(pi — 1)]9?"_1 and so, if a natural number m € N is the order of some automorphism of F,,
then it only admits in its factorization primes p such that p — 1 < n and each of them can have

exponent at most log,(n) + 1. There are finitely many integers in those conditions, and so, m
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must be bounded above by some constant k£ that depends only on n. O

We now prove that, given an endomorphism of a finitely generated virtually free group,
we can bound the size of periodic parts of finite orbits by a computable constant. We remark
that this constant depends on the endomorphism unlike the one obtained in Corollary 4.4.2 for
endomorphisms of free groups.

Proposition 4.4.3. There exists an algorithm with input a finitely generated virtually free
group G and output a constant k such that, for all ¢ € End(G), the infinite ascending chain

Fix(p) C Fix(p) C Fix(p™) C ---

stabilizes after k steps. Equivalently, if © € EvPer(p), for some endomorphism ¢ of G, then
the periodic part of the orbit of x has cardinality at most k.

Proof. Consider a decomposition
F=FbjU---UFby,,

where F' is a fully invariant free normal subgroup of G. We want to compute k such that the
ascending chain C defined by

Fix(p) C Fix(¢*) C Fix(¢*) C -
stabilizes after at most k steps. For i € [m], consider the chains C; given by
Fix(¢) N Fb; C Fix(p?) N Fb; C Fix(3) N Fb; C ---
Since, for all j € N, we have that

Fix(¢') = |J (Fix(¢”) N Fby),
i€m]
it follows that C stabilizes after n steps if and only if all chains C; stabilize after at most n steps.

We will prove that, for all ¢ € [m], we can compute a constant k; such that the chain C;
stabilizes after k; steps and so, taking k = max{k; | i € [m]} suffices.

Let i € [m]. Since F is fully invariant, we have that, for all k € N, (Fb;)o* C F(b;o").
Hence, the mapping 6 : G/F — G/F defined by Fb; — F(b;p) is a well-defined endomorphism.
Since G/ F is finite, we can compute the orbit Orby(Fb;) of Fb; through 6. In particular, we
can check if F'b; is periodic. If it is not, then, Fix(o*) N Fb; = 0, for all £ > 0. Indeed, if there
were some k > 0, € F such that (xb;)p* = xb;, then, since 2¢* € F, we have that

(Fb;)0F = F(bjpk) = F((xb;)") = F(xb;) = Fb;.
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If Fb; is periodic, then let p be its period and take z € F' such that b;o? = zb;. Notice that
p <|G/F| =[G : F]. Clearly, if j > 0 is such that Fix(x’) N Fb; # 0, then p divides j. Also, let
C' be the bound given by Corollary 4.4.2 for n = rk(F') + 1. Let ¢ be a letter not belonging to
the alphabet of F' and v : F x (c|) — F x (c|) be defined by mapping the letters of the alphabet
of F' through ¢? and ¢ to zc. Notice that, for all j € N|

s=0

Jj—1 Jj—1
el = (H zgo(j_l_s)p) ¢ and bp'? = (H ZSD(j_l_S)p) b;.
s=0
We claim that, for x € F and ¢ € N,
(xc)p? = xe <= (xb;)p®? = xb;.

Indeed, let x € F and ¢ € N be such that

q—1
ze = (ze)p? = xpP ey = xp? (H zgo(q_l_s)p) c.

s=0

Then,

s=0

q—1
(2bi )™ = wp® (H Zw(qls)p) bi = xb;.

The converse is analogous.

Since, by Corollary 4.4.2, the periods by the action of ¢ are bounded above by C, then the
periods of points in F'b; by the action of ¢ are bounded above by Cp, which is computable
since both C' and p are. Hence, the chain C; stabilizes after at most Cp steps. Notice that C
depends only on the rank of F' and p < [G : F, and so our bound does not depend on the
endomorphism ¢. O

An immediate consequence of the previous proposition is that studying the subgroup of
eventually periodic points of ¢ is not more than studying the subgroup of eventually fixed
points for a suitable power of ¢. For this reason, we will focus on the study of EvFix(y).

Corollary 4.4.4. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G and output a constant k € N such that EvPer(p) = EvFix(¢").

Proof. Let k be the constant given by Proposition 4.4.3. It is obvious that EvFix(p*) C
EvPer(p). Now, let = € EvPer(¢). We have that there is some s € N such that xp® € Per(yp).
By Proposition 4.4.3, the period of x¢?® is bounded above by k, and so it divides k!. Take n € N
such that nk! > s. This way, we have that z¢™" belongs to the periodic part of the orbit of z.

Thus, 2" o*' = 2™ and so, z € EvFix(¢"). O
e 2 2
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Now we show that, for a fixed endomorphism, we can also bound the size of the straight
part of the orbits by a computable constant, which, in combination with Proposition 4.4.3,
gives us a way of computing an upper bound on the cardinality of finite orbits.

Proposition 4.4.5. There exists an algorithm with input a finitely generated virtually free
group G and output a constant k that bounds the size of the straight part of every finite orbit
for all endomorphisms ¢ € End(G).

Proof. Let ¢ € End(G). Consider a decomposition
G=FbU---UFb,,

where F' is a fully invariant free normal subgroup of G and write ¢ = ¢|r. We can assume
that by = 1. For all j € N, consider the surjective mappings ¢; : Im(¢’) — Im(p’*1) and
¥; : Im(1p7) — Im(¢p7 1) given by restricting ¢. It suffices to prove that for some computable
k, we have that ¢y is injective and this implies that the straight part of a finite orbit must
contain at most k elements. Indeed, suppose that there is some x € EvPer(¢) such that the
straight part of Orb,(z) has r > k elements. Put y = x¢" and let 7 be the period of y.
Clearly, y € Im(") C Im(¢*). Then y = 29" o and y = yop™ Lpp. But yp™ ! # 2" ! since
2¢" ! belongs to the straight part of the orbit and ™! belongs to the periodic part. This
contradicts the injectivity of .

So, it remains to prove that Im (") ~ Im(¢**1) for some computable k, which, by hopfianity
of Im(¢*) implies that ¢y, is injective. We have that, for all i € N,

Ggoi = Fgoi(blgoi) U---uU Fgoi(bmcpi),

and so F¢' is a finite index subgroup of Gy’ and [Gy' : F¢'] < [G : F] = m. Also,
0 < rk(Im(xp*1)) < rk(Im(z)?)), for every i € N.

Now, we describe the algorithm to compute k. Start by computing the smallest positive
integer j; € N such that rk(Im(¢71*1)) = rk(Im(¢71)). Clearly, j; is computable: we have
generators for Im(z)?) for every i € N and so we can compute its rank by computing the graph
rank of its Stallings automaton. Also, j; < rk(F). If rk(Im(¢71)) = 0, then 1) is a vanishing
endomorphism and so Im(’!) is finite. In that case, the orbits of elements in Im(¢’!) must be
finite, since Im(¢*) C Im(?1), for k > j;, and so after at most |Im(p/1)| < m iterations, we
must reach a periodic point. We can compute the entire orbit of all the elements in Im(¢7),
put M to be the cardinality of the largest orbit, kK = M + j; and we are done. So, suppose that
Im(¢)71) is nontrivial.

Since free groups are hopfian, a free group is not isomorphic to any of its proper quotients.
Thus, t;, must be injective. If Im(p’t) ~ Im(p/**1), then, we are done. If not, then ¢j, is not
injective, and so there are some f € F and i € [m] such that (fb;)@’t # 1 and ((fb;)p’t ) = 1.
Since 105, is injective, then i # 1. So, there is some i € {2,...,m} such that (fb;)p/1T! =1 and
so bttt € Firtl thus

[Ggpjﬁ-l : FngH_l] <m-—1
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and for all i > ji, [Gy' : Fi] < [Gettl: Fpii ] <m — 1.

Now, we compute jz, the second least positive integer with the property that rk(Im(y72+1)) =
rk(Im(¢)72)) and proceed as above. Notice that jo < 2rk(F). After m steps, we have either
found k or we have that Gyp/m = Fpim ~ Fpimtl = Gpimtl and we are done. Therefore, the
straight part of orbits through ¢ is bounded above by rk(F)m = rk(F)[G : F]. O

Combining Proposition 4.4.3 and Proposition 4.4.5, we obtain the following corollaries.

Corollary 4.4.6. There exists an algorithm with input a finitely generated virtually free group
G and output a constant k such that

max{| Orb,(z)|| ¢ € End(G), = € EvPer(p)} < k.

Given a finitely generated virtually free group G, we denote by Cg the computable constant
that bounds the size of all finite orbits through endomorphisms of G.

Corollary 4.4.7. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G that decides whether EvFix(p) is a normal subgroup of F, or

not.

Proof. To decide if condition 1 in Proposition 4.3.2 holds, we check if the generators of the free
group F), are eventually fixed by computing the first C, elements of their orbits. By Remark
4.3.3, condition 2 is equivalent to Fix(¢) being trivial which is known to be decidable (in fact,
by [79], we can find a basis for Fix(p)). O

An element z in a monoid S is said to be aperiodic if there is some n > 0 such that

n

2™ = 2" An element x € S has finite order if it generates a finite submonoid. Equivalently,

x has finite order if there are distinct p,q € N such that 2P = 9.

Corollary 4.4.8. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G that decides whether ¢ is a finite order element of End(G) or
not. We can also decide if p is aperiodic or not.

Proof. The endomorphism ¢ has finite order if there are distinct p,q € N such that for every
x € G, xpP = xp?. Since the size of finite orbits is bounded above by a computable constant,
we can check if the generators have finite orbits. If there is some generator a with infinite orbit,
then apP # ap?, for p,q € N with p # q. If every generator is eventually periodic, then let p
be the maximum length of the straight parts of the orbits of the generators, so that a@P is a
periodic point for every generator a and let m be the least common multipleof the lengths of
the periodic parts. Then ag? = a@P™™ for every generator and so P = @PT™,

Aperiodicity is similar. We have that there is an m € N such that ¢ = @™ *t!

if and only
if for each generator a there is a p such that ap? = a@Pt! and that is decidable simply by

computing the orbits of the generators. O
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Corollary 4.4.9. Let G be a finitely generated virtually free group. Then, for all ¢ € End(G),
the infinite ascending chain Ker(p) C Ker(¢?) C ... stabilizes and |2, Ker(p*) = Ker(p%4).

Proof. For k > Cg, if z¢* = 1, then zp%¢ = 1, since | Orb,(z)| < Cg. O
The join of two subgroups Hi, Hy < G is the smallest subgroup of G containing H; and
H,. We will denote it by Hy V Hy = (Hy U Ho).

Corollary 4.4.10. Let G be a finitely generated virtually free group. Then, for all ¢ € End(G),
EvFix(p) = (Fix(p))p~ 9 = Ker(¢“?) V Fix(p) and Fix(p) ~ EVFIX(¢)/Ker(<pCG).

Proof. We have that EvFix(¢p) is the subgroup of points that get mapped to Fix(y) by ¢“¢.
Also, Ker(¢“¢) C EvFix(p) and for every element x € EvFix(¢p), there is some y € Fix(¢p),
such that zo%¢ =y = yp®@. So there must be some z € Ker(¢“%) such that = = yz. Thus,
EvFix(p) = Ker(¢99) v Fix(y).

Letting 1 denote the restriction of p“¢ to EvFix(y), we have that

Fix(p) = Im(¢)) ~ EVFix(go)/Ker(w) _ EVFiX((p)/

Ker(cpCG)'

O]

We now present a proposition which, despite being easy and in the author’s opinion, of
independent interest, doesn’t seem to appear in the literature. But first we present a well-known
lemma.

Lemma 4.4.11. Let G be a group and H, K < G. Then for all x,y € G, Hx N Ky is either
empty or a coset of H N K.

Proposition 4.4.12. Let G be a finitely generated virtually free group having a free subgroup
F of finite index, H <;4 G and ¢ € End(G) be an endomorphism. If Ker(yp) is finite, then
Ho™ 1 is finitely generated. If not, the following are equivalent:

1. Ho™' is finitely generated

2. Ho~' N F is a finite index subgroup of F
3. Hp~' N F is a finite index subgroup of G
4. Hp™' is a finite index subgroup of G

5. HN Gy is a finite index subgroup of Gy
6. HN Fo is a finite index subgroup of Fy

Proof. It is easy to see that if Ker(y) is finite, then Hp™! is finitely generated, since it is
generated by the preimages of the generators of H together with the kernel.
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So, assume that Ker(¢) is infinite. It is obvious that 2 = 3 and that 3 = 4. It is also
well known that 4 = 1. We will prove that 1 =— 2,4 <= 5 and 5 <= 6 and that
suffices.

We start by proving that 1 == 2. Suppose that Ho ™!

is finitely generated. Since virtually
free groups are Howson (free groups are Howson [58] and it is easy to see that the Howson
property is preserved by taking finite extensions), then Hp~! N F is also finitely generated.
Then, by Marshall Hall’s Theorem, there is some finite index subgroup H’ of F such that

Hop=' N Fis a free factor of H'. Take H" such that
H =He 'nF)«H".

Since H' is a finite index subgroup of F, it is finitely generated. Let A = {aq,...,a,} be a
basis of H' such that Ho ' N F = (ay,...,a) and H' = (ags1,...,a,). If H" is trivial, then
Ho ' N F = H' is a finite index subgroup of F' and we are done. Suppose then that H” is
nontrivial. Obviously, since ¢ is noninjective, {1} # Ker(¢) < Ho~!. Thus,

(Ker(p)NF) < (Hp N F).

Moreover, Ker(p) N F' is not trivial. Indeed, the fact that the kernel is infinite implies that ¢|p
is noninjective. Let 1 # 2 € H” and 1 # y € Ker(¢) N F. Then

zyr~t € (Ker(p) N F) < (He ' N F),

which is absurd, since the letters in 2 don’t belong to the basis set of (Hp~' N F).

1

Now, we prove that 4 = 5. Suppose that Hp™" is a finite index subgroup of G. Then

there are b; € G, i € {0,...,k}, such that
G=by(Heo H)U---Uby(Hp™ ).

Clearly,
Gy = (bop)(HNGp)U---U(bpp)(HNGyp)

and so H NGy is a finite index subgroup of G.

Similarly, if H N Gy is a finite index subgroup of G, then there are b; € G, i € {0, ..., k},
such that
Go = (bop)(HNGp) U - (bpp) (H N Gop).

Hence,
G=bo(Hp ") U---bp(Hp ™),

because, given x € G, we have that there are some y € G and i € {0,...,k} such that yp € H
and z¢ = (b;jp)(yp) and so x = b;yk for some k € Ker(y) < Hp~t. So, yk € Hp~!. Hence
5 = 4.
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Finally, we prove that 5 <= 6. Assume that H N Gy is a finite index subgroup of Gp.
Then, there are m > 0 and elements b; € Gy such that

Gp=(HNGp)by U---U(HNGP)by,.

Thus,
Fo=GoNFo=((HNGp)byNFp)U---U((HNGp)by, NFy).

By Lemma 4.4.11, HNFp = HNGp N Fy is a finite index subgroup of F'¢ of index at most m.
Conversely, since Fp is a finite index subgroup of Gy, then, if HN Fy is a finite index subgroup
of Fp, it must also be a finite index subgroup of G, by transitivity. Since H N Gy > H N Fp,
then H N Gy is also a finite index subgroup of G. O

Notice that noninjective endomorphisms of free groups satisfy the hypothesis of Proposition
4.4.12. Also, the following corollary follows directly from the proof of Proposition 4.4.12.

Corollary 4.4.13. The index of the subgroups in conditions 4 and 5 of Proposition 4.4.12
must coincide.

Recall that, given a finitely generated virtually free group G, Cq is a bound to the size of

all finite orbits of endomorphisms of G.

Corollary 4.4.14. There exists an algorithm with input a finitely generated virtually free group
G and an endomorphism ¢ of G that decides whether EvFix(yp) (resp. EvPer(y)) is finitely
generated and, in case the answer is affirmative, computes a finite set of generators.

Proof. Consider a decomposition
G=FbyU---UFby,,

where F' is a fully invariant free normal subgroup of G' and write ¥ = ¢|rp. We can assume that
b =1.

Since F' is fully invariant, we have that
Gpte = Fp6 (b1pPc) U - U FpCc (b, o). (4.10)

Now, it is easy to see that ¢ has finite kernel if and only if 9“¢ is injective, which
is decidable, since, by hopfianity, ¢ is injective if and only if tk(F) = rk(Fy©c). If pCc
has finite kernel, then it must be computable. Indeed, if, for € F, (zb;)¢%¢ = 1, then
200 = 2p©a = b1 and so for all i € [m], we check if b; 'p®¢ € Tm(¢©%), and if it is,
we compute x € F such that x1)¢¢ = b; 1pc. We then have that EvFix(p) = (Fix(p))e~ @
is finitely generated and, since Fix(¢p) is computable by Theorem 4.1.1 and Ker(¢%¢) is
computable, a set of generators for EvFix(p) can be computed. So, suppose that the kernel of
e is infinite.
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We know that EvFix(¢) = (Fix(¢))¢~%¢ and so, by Proposition 4.4.12, it is finitely
generated if and only if Fix(p) N F¢® is a finite index subgroup of Fp®é. Using Theorem
4.1.1, we can compute a basis for Fix(p), and so compute a set of generators for Fix(p) N Fp®e.
Notice that, since F is fully invariant then Fo®c (and so Fix(p) N Fp®) is a subgroup of
F. Then, we can decide if Fix(p) N Fp®c has finite index on Fp®c and compute right coset
representatives b, € Fyptc

Ft6 = (Fix(ip) N F ) by U -+ U (Fixx(p) 1 F® ) B (4.11)

Combining (4.10) and (4.11), we have that

G = | U (Fix(e) 1 P (bi6%0),

and so

m k
C, . C,
Gp~¢ = U U le(ap)b;-(bitp ).
i=15=1
By testing membership in Fix(¢) N Gp®¢, we can check whether any two cosets coincide and
refine the decomposition to obtain a proper subdecomposition where all cosets are distinct of
the form (eventually relabeling the coset representatives)

m' K m' K
Gte = U U(Fix( ) N Gpte) AW 0C¢) = U U (Fix(p Ca),
i=1j=1 i=1j=1

where k' < k and m’ < m.
For all (4, ) € [m/] x [k'], we can compute b; ; € G such that b; jp©¢ = b;(bigoCG), and so,
by the proof of Proposition 4.4.12,

K
U FlX _CG)biJ’.

T CS\

Having the coset representative elements b; ; and being able to check membership on Fix(go)go_CG,

we can compute a set of generators for Fix(p)p~¢¢ = EvFix(yp). By Corollary 4.4.4, it is clear
that the result also holds for EvPer(¢). O

Finally, we will prove that in the cases where EvFix(y) is finitely generated, we can bound
its rank. The rank of a finitely generated virtually free group G is defined as the minimal
cardinality of a set of generators of G.

Proposition 4.4.15. Let G be a finitely generated virtually free group, ¢ € End(G) and
F be a fully invariant free normal subgroup of G. If EvFix(yp) is finitely generated, then
rk(EvFix(p)) < logy([G : F]) + max{rk(F),rtk(F)? — 3rk(F) + 3}.
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Proof. If ¢ is injective, then rk(EvFix(¢)) = rk(Fix(p)) < rk(F)+logsy([G : F]), by Remark 4.1.2.
So, assume that ¢ is not injective and put ) = p|rp. We have that EvFix(¢) = EvFix(¢) N F
and Cr < Cg. Thus, by [4, Proposition 2.1],

[EvFix(p) : EvFix(¢)] < log, (|G : F]).

It follows that EvFix(¢)) is finitely generated and rk(EvFix(¢)) < rk(EvFix(¢)) + logs([G :

If 4 is injective, then rk(EvFix(y)) = rk(Fix(¢)) < rk(F'). So, assume that 1 is noninjective.

If rk(F¢®F) = 0, then ¢ is a vanishing endomorphism, and so EvFix()) = F and, in this
case, we have that rk(EvFix(p)) < rk(F') + log,([G : F]).

If tk(Fp©F) = 1, then F®F is abelian, thus Fix(¢)) < F©F, and so
EvFix (1) = Fix(¢))yp~F Q F.

By Proposition 4.3.2, we must have that either EvFix(¢)) = F, in which case we are done, or
EvFix(y) = U2 Ker(¢*) = Ker(yF). But we know that EvFix(t)) is a finite index subgroup
of F, because EvFix(¢)) = (Fix(¢))y~CF is finitely generated (see condition 4 of Proposition
4.4.12 with G = F). This means that Im(¢)°F) is finite, which implies that ¥ is trivial.
Hence, in this case 1 is a vanishing endomorphism, and so EvFix(¢)) = F. In this case, we
have that rk(EvFix(¢)) < rk(F') + logy (|G : F1).

Now, suppose that rk(Fp®F) > 1. Since EvFix(1) is finitely generated, then, by condition
5 of Proposition 4.4.12 (with G = F), Fix(z)) must be a finite index subgroup of Fy“r. By
[71, Proposition 3.9] and [100, Corollary 2] , we have that

rk(Fix(¢)) — 1

FeCr : Fi =— 2 <rk(F) -2
PO s Fix(w)] = o = < k()
By Corollary 4.4.13, we have that [F : EvFix(y)] = [Fp®F : Fix(¢)] < rk(F) — 2. But now,

using [71, Proposition 3.9] again, we get that

rk(EvFix(y)) — 1
rk(F) —1

= [F : EvFix(v)] < rk(F) — 2,

and so rk(EvFix(¢)) < 1k(F)? — 3rk(F) + 3 and

tk(EvFix(p)) < tk(F)? — 31k(F) + 3 4 logy([G : F)).

We ignore if this bound can be improved.



68 Virtually free groups

4.5 Brinkmann’s problem and the ¢-spectrum of a finite subset

In [17], Brinkmann proved that BrPa,.(F,) is decidable, i.e., that given an automorphism
¢ € Aut(F,) and elements z,y € G, we can decide whether there exists some n € N such that
x"™ = y. Logan generalized this result for general endomorphisms in [68]. Using this result, we
can prove decidability of BrPg,q(G) when G is a finitely generated virtually free group.

Theorem 4.5.1. Let G be a finitely generated virtually free group. Then BrPp,q(G) is
decidable.

Proof. Consider a decomposition
F=FbU---UFby,

where F' is a fully invariant free normal subgroup of G. Let ¢ € End(G) and g,h € G be our
input. We can assume that g, h are given as ub; and vb; where u,v € F and i,j € [m]. So,
we want to decide if there is some k € N such that (ub;)¢* = vb;. Since F is fully invariant,
the mapping 6 : G/F — G/F defined by Fb; — F(b;p) is a well-defined endomorphism. Since
G/F is finite, we can compute the entire #-orbit of F'b;, which must be finite. Hence, we can
verify if F'b; € Orbg(Fb;), and the set {r € N | Fb;0" = Fb;} is either empty or of the form
s + pN with computable s,p € N.

If, for some k € N, (ub;)pF = vb;, then vb; = (up®)(bip*) € F(bip*) = (Fb;)0*. So, our
candidate values for k are precisely s + pN. Indeed, we denote by s the first time that F'b;
occurs in the f-orbit of F'b; and by p, the f-period of Fb; (which might be 0, in which case
there is only one candidate). Compute y € F' such that (ub;)p® = yb; and z € F such that
bjpP = zb;. It is easy to check by induction that, for all d € N, we have

d—1

1=0

If y = v then we answer yes and output s. Otherwise, let ¢ be a new letter, not belonging
to A and let ¢ : F x (c|) — F x {(c|) be defined by mapping x to z¢? for every x € F and ¢ to
zc. Also by induction, we can check that

CT,ZJd —_ <dl_[1 Z@(d_i_l)p> c,
i=0
for all d € N.

We claim that there is some k € N such that (ub;)¢* = vb; if and only if there is some k € N
such that (yc)y* = ve, which can be decided using BrP(F,,). We have that there is & € N such
that (ub;)p* = vb; if and only if there is some d € N such that (ub;)@*t?¢ = vb;, i.e., if there is
some d € N such that (yb;)¢P? = vb;. We then have the following series of implications, which
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concludes the proof:

vb; = (ybj)g™
= wvbj = (y")(b;")
d—1
= vbj = (yP?) (H 2pld~ Up) bj
d_’Ll:O
e et
i
Y,
i=0
= wve=(y)(cp?)
—  wve=(ye)?

Clearly, for any group G and any subclass of endomorphisms &, decidability of BrPes(G)
implies decidability of the Generalized Brinkmann’s Problem G Br P ¢ pin(c))(G), where Fin(G)
denotes the class of finite subsets of G. Indeed, if we want to decide whether, given ¢ € &,
x€Gand K = {yi1,...,ym} C G, there is some n € N such that z¢" € K, we simply have to
decide if there is some n € N such that z¢" = y;, for i € [m].

Let G be a finitely generated virtually free group, K C G be a subset of G, g € G be an
element and ¢ € End(G) be an endomorphism. Inspired by the terminology in [38], we say
that the relative @-order of g in K, ¢-ordg(g), is the smallest nonnegative integer k such that
go* € K. If there is no such k, we say that p-ordg(g) = oo. The p-spectrum of a subset
¢-sp(K)) is the set of relative g-orders of elements in K, i.e., ¢-sp(K) = {p-ordx(g) | g € G}.
A p-preorder is the set of elements of a given relative p-order in K. For a nonnegative integer
n € N, we denote the ¢-preorder of n in K by ¢-pordy(n) = {g € G | p-ordx(g) = n}. We will
now prove that, for a finite set K, p-sp(K) is computable.

It is clear from the definitions that

n—1
p-pordy (n) = Ko™\ | J Ko™
=0
and
@-sp(K) = {n € N | p-pord(n) # 0}. (4.12)

The following lemma is obvious by the definition.
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Lemma 4.5.2. Let G be a group, K C G, ¢ € End(G) and g € G\ K. Then,

p-ordi (g9¢) = p-ordr(g) — 1.
For n € N, we denote the set {0,1,--- ,n} by [n]o.

Corollary 4.5.3. Let G be a group, K C G and ¢ € End(G). If, for somen € N, p-pordy(n) =
0, then @-pordy(m) =0 for all m > n. Moreover,

[n]o if n = min{m € N | p-pord(m +1) =0}

—sp(K) =
#-sp(K) {N if Vim € N, @-pordy(m) # 0

Proof. Suppose that ¢-pordg(n) = 0. If p-pordy(n + 1) # 0, let g € p-pordy(n +1). Then
p-ordg (gp) = n and so g € p-pordg(n), which is absurd. So, ¢-pordy(n) = 0 implies that
p-pordg(n+ 1) = () and the result follows by induction.

The observation about ¢-sp(K) can be proved in the same way. O

We will start by the simpler case where K is a singleton. As done in the previous sections,
we will denote the restriction of ¢ to Im(¢"*) by ). Sometimes, we will also restrict the
codomain to Im(¢**1), or even Im(¢*), but it should be clear from the situation what the
codomain is.

We now present two technical lemmas related to kernels of powers of ¢ that will be useful
later.

Lemma 4.5.4. Let G be a group, p € End(G), i,j € N be such that i > j and ai,...,a, €
Ker(¢'). The following are equivalent:

1. Ker(¢') = a3 Ker(¢/) U--- U a, Ker(¢7);
2. Ker(goé-_j) ={a1¢’,...,anp’}.

Proof. Assume 1. Clearly, for all r € {1,...,n}, a,«gpjgpé-_j =a,p' =1. Now, let x € Ker(gpé-_j).
Then, there is some y € G such that z = y¢’/ and yp' = yp' T~/ = 1. Hence y € a, Ker(¢’)
for some r € {1,...,n}, and so z =y’ = a,¢’.

Now we prove that 2 == 1. It is clear that a; Ker(¢’) U - - U a, Ker(¢?) C Ker(¢*). Now,
let € Ker(¢?). Then, 1 = z¢' = xcpjcpj-fj and so 29/ = a,¢’ for some r € {1,...,n} and so
x € ar Ker(¢?). O

As a particular case, we obtain the following.
Lemma 4.5.5. Let G be a group, k € N and ¢ € End(G). The following are equivalent:

1. @y, s injective;

2. Ker(o*) = Ker(¢?) for all i > k;
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3. Ker(pF) = Ker(¢?) for some i > k.

Proof. If py, is injective, then Ker(gpi_k) = {1¢*}, for all i > k. By Lemma 4.5.4, this implies
that, for all i > k, Ker(¢') = Ker(¢*). So 1 implies 2. Since 2 trivially implies 3, we only have to
verify that 3 == 1. Suppose that there is some i > k such that Ker(p*) = Ker(¢?). Then, by
Lemma 4.5.4, it follows that ¢}~ is injective, and so must be ¢y, since Ker(¢y) < Ker(¢i %), O

Theorem 4.5.6. There exists an algorithm with input o finitely generated virtually free group
G and an endomorphism ¢ of G and output a constant C' such that, for all K = {h} C Per(yp),
then o-sp(K) = [n]o, for some n < C. Moreover, for such a K, p-sp(K) is computable.

Proof. Let G be a finitely generated virtually free group. From the proof of Proposition 4.4.5,
it follows that there is a computable constant k such that the restriction of ¢, ¢y, : Im(pF) —
Im(gok“), is injective. Also, from Proposition 4.4.3, there is a computable constant p such that
every periodic orbit has length bounded by p. Let C =p+k — 1, K = {h} C Per(y) and
denote the period of h. Suppose that there is an element = € G such that g-ordg(z) = C + 1.
Notice that C+1 — 7, =p+ k — mp, > k. Then,

.TQOC_H_WthWh _ x@C-&—l—whsOZh —h = hSOZh

and so, since cpzh is injective, then z@®+t!1=™ = h, which contradicts the assumption that
p-ordg (x) = C + 1. Hence, we have that ¢-sp(K) = [n]o, for some n < C.

Now, we have that n > 7, — 1, since p-ordg (hy) = 7, — 1. We will now prove that, given
7 < i < C, we can decide if i € p-sp(K) or not, and that suffices. Fix such i. By definition,
x € G is a point of order i if and only if zp' = h but 2@/ # h for all j < i. This happens
exactly when zp' = h and zp'~™ # h because, if ¢/ = h, for some j < i, then, for r > j,
z¢" = h if and only if r = j + kmp,. Write ¢ = kmp, + 7, with 0 < r < m,. The set of elements
that get mapped to h through ¢ (resp. ¢~ ™) is ho™ " Ker(¢") (resp. ho™ " Ker(p!~™)).
It follows that there is an element of order i if and only if Ker(y?) \ Ker(¢?~™) # (. Since
Ker(p!~™) C Ker(¢"), then Ker(¢?) \ Ker(p'~™) # () if and only if Ker(p?) # Ker(p'~™). By
Lemma 4.5.5, Ker(p?) = Ker(¢'~™) if and only if ;_,, is injective, which we can decide, since
it is equivalent to deciding whether Im (@'~ ) ~ Im(*~™»*+1) or not: if Pi—m, is injective, then

obviously, Im(¢~™) ~ Im(p'~™*1): we have that Im ('™ 1) ~ Tm (" )/Ker ) and

' (‘;Oifrrh
. . . 11—
if Im ("™ ) ~ Im(*~™*1), we have that Im(¢*~ ™) ~ Im(p h)/Ker(goi o) which implies
—Th
that Ker(p;_r,) is trivial, because virtually free groups are hopfian. ]

Corollary 4.5.7. Let G be a finitely generated virtually free group K = {h} C G, and
¢ € End(G). Then the following are equivalent:

1. ¢-sp(K) = N;

2. h € p*(G) \ Per(yp).
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Proof. If p-sp(K) = N, then, obviously, h € Im(¢¥), for all k¥ € N. Also, h ¢ Per(p) by
Proposition 4.5.6.

Conversely, if h € ¢™°(G) \ Per(p), then, let n € N. Since h € Im(¢™), there is some z such
that 2™ = h. Since h is not periodic, we know that x¢* # h, for every k < n, since otherwise

we would have h = z¢" = zpF" % = he"*. Thus p-ordg(x) = n and so n € p-sp(K). [

Now, we can apply the computability results on the fixed subgroup and on the stable image
of an endomorphism to compute the spectrum of a singleton

Corollary 4.5.8. There exists an algorithm with input a finitely generated virtually free group
G, an endomorphism ¢ of G and a singleton K = {h} C G and output p-sp(K).

Proof. Let G be a finitely generated virtually free group. Then, we can compute ¢*°(G) by
Theorem 4.1.4 and test if h € p>°(G). If not, then by successively testing membership of A in
Im(p*) we compute m = max{k € N | h € Im(¢"*)} (might be 0 if A ¢ Im(i)), and we have that
©-sp(K) = [m]o. So, assume that h € ¢*>°(G). Since the length of periodic orbits is bounded
by a computable constant p and the fixed subgroup of ¢ is computable, then Per(yp) = Fix(¢)
is also computable by Theorem 4.1.1. If h & Per(y), then, by Corollary 4.5.7, we have that
¢-sp(K) = N. If, on the other hand, h € Per(y), p-sp(K) is computable by Theorem 4.5.6. [

Finally, after solving the case where K is a singleton, we can tackle the problem of computing
the spectrum of an arbitrary finite set. We start with an easy lemma.

Lemma 4.5.9. Let G be a group, K C G and ¢ € End(G). Then

o-sp(K) C | ¢-sp({y}).
yeK

Proof. Let n € @-sp(K). There is some x € G such that 2¢" € K and x¢' ¢ K for i < n. In
particular, z¢' # x@" for i <n, son € p-sp({xe"}) C U,ex ©-sp({y}). O

Theorem 4.5.10. There exists an algorithm with input a finitely generated virtually free group
G, an endomorphism ¢ of G and a finite set K = {g1,...,gr} C G and output p-sp(K).

Proof. We start by proving that ¢-sp(K) = N if and only if ¢-sp({¢g;}) = N for some
i € {1,...,k}. Suppose that ¢-sp(K) = N. By Lemma 4.5.9, ¢-sp(K) C Ule o-sp({gi}),
and so, there must be some i € {1,...,k} for which ¢-sp({¢g;}) = N. Now suppose that
©-sp(K) = [m]p, for some m € N and that there is some i € {1, ..., k} such that p-sp({g;}) = N.
Notice that it follows from Theorem 4.5.6 that g; cannot be a periodic point. Put

I'={je{l,....k} |0 < gp-ordg(g;) < oo}

If I = (), then, we can observe that N = ¢-sp({g:}) C ¢-sp(K), since, if n € p-sp({g;}), then
there is some x € G such that ¢-ordy,,(z) = n. Clearly, p-ordg(z) = n since, if there was
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some j < n for which z¢/ € K, then z¢/ = g, for some r € {1,...,k} (and r # i since
@-ordggy(r) =n) and

g™ =apd " = wp" = g
which, means that 0 < go—ord{gi}(gr) <n —j < oo and that contradicts the assumption that
I=0.

So, suppose that I # () and let C' = max p-ordyy(g;) and z € G be such that M =
J

p-ordggy(r) > m + C. Since p-ordk (z) < m, there are some 7 € [m] and s € {1,...,k} such

that xp" = gs. Since

g5 =2 oM = 2™ = g,

then, since g; is not periodic, s € I and, by definition of C', there must be some p < C such
that gs¢P = g;. But, since M —r > C, then M —r —p > 0 and

M=1=p = (gypP) M 7P = g oM = g,

gi¥
which is absurd since g; is not periodic, by Theorem 4.5.6.

Therefore, we have proved that p-sp(K) = N if and only if ¢-sp({g;}) = N for some
i€ {1,...,k}, which is a decidable condition in view of Corollary 4.5.8.

So, assume that, for all i € {1,...,k}, o-sp({gi}) = [ni]o, for some n; € N. Then, by
Lemma 4.5.9, ¢-sp(K) = [m]o for some m < max;cqy . 5y ni. We will now prove that, given
n < max;eq; .y} 7 we can decide whether n € ¢-sp(K) or not and that suffices. So, fix such
an n. Put

t={ie{l,....k} | ¢-sp({gi}) € [nJo} and L={1,....k}\ L

These sets are computable by Corollary 4.5.8. If there is some & € G such that p-ordg (z) = n,
then zp™ = g, for some r € L. We will decide, for each r € L, whether there is some x € G
such that

rp" =g, AVO<i<n, 2¢' ¢ K (4.13)

or not. Clearly, n € ¢-sp(K) if and only if there is some r € L and x € G for which condition
(4.13) holds. Let r € L and put

I= {] S {17 sy k} | 0< @-Ord{gr}(gj) < n}}
Notice that I is computable since we only have to check if gjp’ = g, for i < n,.

If I = (), then, it is easy to see that, for any point = € G, go—ord{gr}(m) = n if and only if
x satisfies condition (4.13). This means that there is such an z if and only if n € p-sp({g,}),
which is decidable.
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So, assume that I # (. For each j € I, put o; = p-ordyg,1(g5) < n. We now verify if g, is
periodic or not. If g, is periodic with period 7., we add it to I and put o, = m,.. If g, is not
periodic, we proceed.

We claim that, for = € G, condition (4.13) holds if and only if

xe" =g, NVjEI, xp""% # g;. (4.14)

Clearly, condition (4.13) implies condition (4.14). Conversely, if z¢™ = g, but p-ordg (z) < n,
we will prove that there must be some j € I such that x¢"™% = g;. Clearly, there must be
some 0 < s < n and some p € {1,...,k} such that z¢® = g,. Take s to be maximal. Then,

gr = xgo" _ :L'QDSQOn_S — gpgon—s

and so p € I (notice that this might mean p = r if g, is periodic). We must have that n —s > o),
and so s <n —op,. If s =n — o0y, we are done, since xp" % = x¢® = g,. If s <n — op, then
st = g% = g,, which contradicts the maximality of s.

Now, we will prove that we can decide if condition (4.14) holds for some r € L and = € G.
n

Compute a € gr¢~
whether

and, for all j € I, compute some a; € gjgpf(”*oj). We want to decide

aKer(¢") C U a; Ker(o" 7). (4.15)
jel

Indeed, condition (4.14) holds for some z € G if and only if condition (4.15) does not hold.
Obviously, (4.15) is equivalent to Ker(¢") C U;ey o™ aj Ker(¢" ). Now we refine the union,
in order to include only the terms for which ata; € Ker(¢") and such that the cosets in the
union are all disjoint and we call I> the new set of indices. This can be done, since we can test
membership in Ker(¢") and, since for i > j, we have that Ker(¢/) C Ker(¢'), it follows that
given two cosets a Ker(¢") and bKer(y?), either bKer(¢?) C bKer(¢') = aKer(y?), in which
case we remove the smaller one from the union, or b Ker(¢?) N aKer(¢) = (). Moreover, this
can be easily checked. Also, if a~la; & Ker(p"), then a~la; Ker(p" %) C ala; Ker(p") is
disjoint from Ker(¢™), and so it can be removed.

So, we will prove that we can decide if

Ker(¢") = U a_laj Ker(¢"™%). (4.16)
Je€l2

and that concludes the proof.

Assume then that (4.16) holds. Let In = {ji,...jq} where o5, > --- > 0;,. Sup-
pose that there is some x € Ker(p" %z2) \ Ker(¢" %1). Then a laj;z € Ker(¢") and so,
Yaj.x ¢ a~laj, Ker(¢" 1), there must be some 1 < r < d such that a lajz €
a~taj, Ker(p" %r). Since r > 2, then Ker(¢" %2) C Ker(¢" %), thus z € Ker(p" %r)
Ya;, € a7la;, Ker(¢m~%r), which contradicts the fact that a~la;, Ker(¢™ 1) and

since a~

and so a~
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a~taj, Ker(p" %r) are disjoint. This implies that Ker(¢" %2) = Ker(¢" %) and so, by
Lemma 4.5.5,
Ker(gpn) = Ker((pn—og'l) . Ker(gp”_ojd)’

which, since we are assuming that the union is disjoint implies that |I5| = 1.

So, in order to decide (4.16) we only have to verify if |I3| = 1 and if Ker(¢" %) = Ker(¢"),
for j € Iy,which can be done since it corresponds to checking injectivity of ¢, —o,;, by Lemma
4.5.5. O






Chapter 5

G-by-7Z groups

Let A={ai,...,an}, G=(A| R) be a group and ¢ € Aut(G). Recall that a G-by-Z group
has the form

G Xy Z = (At| Rt ait = a;p) (5.1)

and that every element of G X, Z can be written in a unique way as an element of the form
t%g, where a € Z and g € G. Notice that this is a particular case of a HNN-extension with base
group G and both associated subgroups equal to G.

Given a subset K € G X, Z and r € Z, we define

K, ={zeG|tre K}=t"KNG.

In [9], the authors prove that [f.g. free]-by-cyclic groups have solvable conjugacy problem by
reducing this question to the twisted conjugacy problem and Brinkmann’s conjugacy problem
on free groups. This was later generalized to other extensions of groups in [10], using orbit
decidability, and very recently to ascending HNN-extensions of free groups in [68] using variants
of the TC'P and BrCP for (nonsurjective) endomorphisms. Similar ideas have also been
explored in [26] in the context of free-abelian times free groups, where it is proved that
ascending HNN-extensions of free-abelian times free groups have solvable conjugacy problem.

In the same vein, we will relate the GBrCP(G) and GTCP(G) with GCP(G x Z). We
remark that these generalized problems are still somewhat unknown even in the cases where G

is free or free-abelian (see [101]).

Lemma 5.0.1. Let G be a finitely generated group, ¢ € Aut(G), H <7, GX,7Z, t°g € G X, Z
and K = (t°g)H. Then, for all r € Z, K, is either empty or a coset of H N G. Moreover, if
we are given generators for H, we can decide whether K, is empty or not and, in case it is

nonempty, compute a coset representative for K.

77
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Proof. 1t is well known that the intersection of two cosets of a group is either empty or a coset
of the intersection. Now, suppose that we are given generators for H, say {tklgl, L gn}-
We have that

K, =0 < t*"9gHNG=0 < HNt"°G=0 < r—s¢& (ky,..., k) <Z,

which is clearly decidable. Moreover, in case K, is nonempty, we can compute \; € Z such that
r—s =11 Ak;. Then, we compute h € G such that

n
t"h = (t°g) [[ (g™ € Knt'G,
i=1
and so h € t7"K NG = K,. Since K, is a coset, then K, = (K NG)h. O

Notice that, if K <7, G X, Z, then, in general, K, =t7"K NG is not a subgroup of G. In
fact, it is a subgroup if and only if " € K: if " ¢ K, then 1 t7"K andso 1 € t7T"KNG.
If t" € K, then t7"K NG = K N G, which is a subgroup of G. In particular, Ko = K NG is
always a subgroup, but not necessarily finitely generated. Obviously, if G %, Z is Howson, then
Ky is finitely generated.

We will also write G X Z to denote the whole class of G-by-Z groups and so GCP(G x Z) will
represent the uniform generalized conjugacy problem, i.e., taking the automorphism that defines
the semidirect product as an input, while GCP(G %, Z) will simply denote the generalized
conjugacy problem for the group G i, Z.

5.1 Generalized conjugacy problem on G-by-7Z groups

The purpose of this section is to prove a generalized version of the result in [9], establishing a
connection between GCP(G x Z) and GBrCP(G) and GTCP(G) and discuss some possible
applications for different classes of subsets.

5.1.1 The main result

In [9], the authors prove that [f.g. free]-by-cyclic groups have solvable conjugacy problem by
reducing this to the twisted conjugacy problem and Brinkmann’s conjugacy problem on free
groups. We now prove a result analogous to theirs for the generalized version of the problems.

Theorem 5.1.1. Let G be a group, p € Aut(G), K C G x,7Z and t"g € G x4, Z. Then:

1. ifr = 0, then GOP(G %, Z) outputs YES on input (K,t"g) if and only if GBrCP(G)
outputs YES on input (K., ¢, q);

2. if r #0, then GCP(G %, Z) outputs YES on input (K,t"g) if and only GTCP(G) outputs
YES on input (K, ", gp?), for some 0 < j <r—1.
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Proof. We start by proving 1, so suppose that r = 0. For t*v € G x, Z, we have that

vttt e K
—= v l(gpweK
— vl (gp*we KNG,

and so we have 1.
To prove 2, let r # 0. For t°v € G %, Z, we have that

v gtt v € K
= ) (g e K
—= () (g% € K,

Since
(") (g9 o = (v ge® ")) ) (99" ") (g™ e* ),

then g¢® has a ¢"-twisted conjugate belonging to K, if and only if gp®~" has a ¢"-twisted
conjugate belonging to K,. Hence, it suffices to check the existence of ¢"-twisted conjugates
for 0 < s <r—1,ie. if there are s € Z and v € G such that (v"1¢")(gp®)v € K, if and only if
there are 0 < §' <7 — 1 and v/ € @ such that (v~ '¢")(go* )V € K, O

Our main theorem is proved in a quite general form without imposing conditions on our
target subsets and it provides us with an equivalence between an easier problem in GG x Z and
more complicated problems in G. However, as it will be made clear, even when the target set K
belongs to a resonably well-behaved class of subsets, the subsets K, can be wild, which makes
it difficult to apply one of the directions in some cases.

We obtain corollaries from both directions of this equivalence: proving GBrCP(G) and
GTCP(G) to solve GCP(G x Z) works better for recognizable and context-free subsets, while
the converse works better for cosets of finitely generated groups, rational and algebraic subsets.
We highlight that since, for K <y, G % Z, K, is not necessarily a subgroup, the coset setting
will be more adequate to us than the finitely generated subgroup setting, in view of Lemma
5.0.1. In fact, this case will be the one for which we obtain the more relevant applications.

5.1.2 The case of cosets

The following corollary is an immediate application of Theorem 5.1.1 together with Lemma
5.0.1.

Corollary 5.1.2. Let G be a finitely generated group such that GXZ is Howson and ¢ € Aut(G).
If for all H <y, G X Z, we can compute a finite set of generators for H NG, then:
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1. if GBrCPs.q ) (G) and GTCP .4 coser)(G) are decidable, then GC Py o(G %, Z) is decid-
able;

2. if GBrCPy 4 (G) and GTCPjf g coset) (G) are decidable, then GO Py 4(G % Z) is decidable;
The following corollaries show us how we can do the converse.
Corollary 5.1.3. Let G be a group, p € Aut(G), K C G and g € G. Then:

1. GCP(G x, Z) outputs YES on input (K,g) if and only if GBrCP(G) outputs YES on
input (K, ¢, g);

2. GOP(G %, Z) outputs YES on input (tK,tg) if and only if GTCP(G) outputs YES on
input (K, ¢, 9);

Proof. 1 is an immediate application of condition 1 in Theorem 5.1.1. To see 2, notice that if
K CGand K' =tK C G %, Z, then
Ki=t'K'nG=t*"KNG=KNG=K.

Now the result follows immediately from condition 2 in Theorem 5.1.1. O

Corollary 5.1.4. Let G be a finitely generated group and ¢ € Aut(G). Then the following
hold:

1. if GOPy.4(G x, Z) is decidable, then GBrCPs.q ) (G) is decidable;
2. if GC Py 4(G x Z) is decidable, then GBrCPy 4. (G) is decidable;

3. if GOPyg.coset)(GXGZ) is decidable, then GBrCP (5 g.coset] o) (G) and GTCP((1.4.coset] ) (G)

are decidable;

4 if GCPif.g.coset) (G % Z) is decidable, then GBrOP .4 coset)(G) and GTCPif g coser)(G) are
decidable.

Similar results hold for the simple versions of these problems. For example, in 1969, it was
proved in [89] that polycyclic groups have solvable conjugacy problem. In particular Z™ x Z has
solvable conjugacy problem, and so BrCP(GL,,(Z)) is decidable, which only became known in
1986 after Kannan and Lipton ([63]) proved directly a (more general) version of Brinkmann’s

conjugacy problem for arbitrary matrices with rational entries.

5.1.3 Other natural cases

We saw how these problems relate when the class of subsets we consider is the class of cosets of

finitely generated groups. In this case, one of the directions works better than the other, in
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the sense that Corollary 5.1.2 needs the (strong) additional hypothesis that H N G is finitely
generated and computable for all H <, G.

We will now see what we obtain when considering other natural classes of subsets of groups.
In the rational and algebraic cases something similar will happen while in the recognizable and
context-free cases we get the opposite as the analogous of Corollary 5.1.4 will be harder to use.

Recognizable subsets

We start with a technical lemma.

Lemma 5.1.5. Let G be a finitely generated group, ¢ € Aut(G) and K € Rec(G %, Z) . Then
K, € Rec(G), for allr € Z,

Proof. Let r € Z. If K € Rec(G %, Z), then t7"K € Rec(G %, Z) and so t7"K NG € Rec(G)
by Lemma 2.3.6. 0

The previous lemma, combined with Theorem 5.1.1, allows us to deduce that solving

GBrCPpre(G) and GTC Pge.(G) is enough to solve GC Pr..(G % 7).

Corollary 5.1.6. Let G be a finitely generated group and ¢ € Aut(G). Then:
1. if GBrCP(Rec,)(G) and GTC Preo(G) are decidable, then GC Prec(G %, Z) is decidable;
2. if GBrCPRrec(G) and GTC Prec(G) are decidable, then GC Prec(G % Z) is decidable.

The converse implication is not easy to use, since a recognizable subset of G is not, in
general, a recognizable subset of G x Z (for example G € Rec(G x Z), since [G X Z : G| = o).
We will now see another way of solving GC Pr..(G). Recall that a subset K of a group G
is recognizable if and only if it is a (finite) union of cosets of some finite index subgroup of G.

Proposition 5.1.7. If M Py; (G) is decidable, then GCPre.(G) is decidable.

Proof. Suppose that we can decide M Py; (G). Let K € Rec(G) and g € G. We want to decide
if there is some x € G such that r71gr € K. We know that K is a (finite) disjoint union of

cosets of some finite index normal subgroup H <y; G, i.e.,

for some m € N, b; € K.
So, we only have to decide, for each i € [m] whether there is some = € G such that

x gz € Hb;. But, since H is normal,

tlgr € Hb; <= g€ Habjz™' < Hg= (Hz)(Hb;)(Hz"),
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so we only have to decide if Hg is conjugate to Hb; in G/H. Since we can decide M Py; (G),
we can compute G/ 77 (which is a finite group) and so we can decide C'P (G/ H) ]

As mentioned before, in [52], it is proved that every finitely L-presented group has solvable
M Py ; (G) and in [88], it is proved that for recursively presented groups, M Py ; (G) is equivalent
to having computable finite quotients (CFQ). Hence, if G is finitely L-presented or G is a
recursively presented group with CFQ, then GC Pge.(G) is decidable.

Context-free subsets

We now prove the context-free analogous to Lemma 5.1.5.

Lemma 5.1.8. Let G be a finitely generated group, ¢ € Aut(G) and K € CF(G x,Z) . Then
K, € CF(G), for allr € Z,

Proof. If K € CF(G), by Lemma 2.3.4, we have that t7"K € CF(G x, Z). By Lemma 2.3.5,
K,=t7"KNG e CF(G). O

So we have the following corollary.
Corollary 5.1.9. Let G be a finitely generated group and ¢ € Aut(G).
1. if GBrCPcry)(G) and GTCPor(G) are decidable, then GCPop(G Xy, Z) is decidable;

2. if GBrCPcor(G) and GTCPcp(G) are decidable, then GCPop(G X Z) is decidable.

Again, the converse implication is obstructed by the fact that a context-free subset of G
is not necessarily a context-free subset of G' x, Z: it is enough to take G = F; and ¢ to
be the identity. So G X, Z = F5 x Z which is not virtually free. So, {1} € CF(F,) and
{1} € CF(F3 x Z) by the Muller-Schupp theorem.

Rational and algebraic subsets

It is well known that F5 x, Z is not Howson, and so the intersection of rational subsets might
not be rational. The next example shows something stronger: F» X, Z has a rational subset K
such that K, is not a rational subset of F5 for any r € Z.

Example 5.1.10. Take F» = {(a,b|) and ¢ = \y. Then K = (tUt 1)*a(t Ut~ !)* is a rational
language of {a,b,t} and the subset of I X, Z defined by K is

{tm+n(aﬁpn) ‘ m,n € Z} — {tm+nbfnabn ‘ m,n € Z}.

We have that, for every r € Z, K, = {b~"ab" € F, | n € Z} which is not a rational subset of
F5, by Benois’ Theorem.
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Hence, similarly to what happens in the coset case, in the rational case, we cannot expect
K, to be a rational subset of G when K is a rational subset of G x Z.
We remark that if K € Rat(G %, Z), then, K, € Alg(G x, Z), for all r € Z. Indeed, let

e~ —

A be a set of generators for G, m : AU{t} — G %, Z be a surjective homomorphism and

K € Rat(Gx,Z). Thent "K € Rat(G x,Z). Hence, there is a rational language L C AU {t}
such that Lw = ¢t7"K. The language

U={wel|mw) =n(w)}=Ln{we AUt} |nw)=mn:(w)}

is context-free since it is the intersection of a rational language with a context-free language
and L'r =t""K N G. Hence, K, € Alg(G x, Z). However, we might have that K, ¢ Alg(G).

2 1
In Example 3.2.7, it is proved that if G = Z?, ¢ = L 1] and K is the orbit of (1,0) through

¢, then K is rational in Z? X Z, but Ky is not algebraic in Z?. So, even for rational K, K,
might have a wild behavior. For this reason, it is hard to obtain an analogous of Corollary 5.1.2
in this case.

However, in the rational and algebraic case, unlike the recognizable and the context-free
cases, the converse implication works without additional conditions. Indeed, K € Rat(G) (resp.
K € Alg(G)) implies that K € Rat(G x, Z) (resp. K € Alg(G x, Z)), for every ¢ € Aut(G)
and so K € Rat(G %, Z) (resp. K € Alg(G x, Z)), for all ¢ € Aut(G) and x € G %, Z.

So we have the following corollary by directly applying Corollary 5.1.3.

Corollary 5.1.11. Let G be a finitely generated group and ¢ € Aut(G).
1. if GO PRrat(Gx,Z) is decidable, then GBrCPgat »)(G) and GTCP(pay ) (G) are decidable;
2. if GCPRrut(G X Z) is decidable, then GBrC Prat(G) and GTC Prat(G) are decidable;
3. if GCPag(G %, Z) is decidable, then GBrCPa ) (G) and GTCP 414 ,)(G) are decidable;
4. if GCPag(G X Z) is decidable, then GBrCPay(G) and GTCPay(G) are decidable.

An interesting consequence of Corollary 5.1.11 is that, in the case of the rational and algebraic
versions of the conjugacy problem, decidability in G-by-Z groups yields the decidability in
G-by-finite groups. To prove so, we start with a proposition that follows the strategy used in
[66] to prove the rational generalized conjugacy problem in virtually free groups.

Recall that we denote by Via(G) the set of virtually inner automorphisms of a group G.

Proposition 5.1.12. Let C € {Rec, Rat,CF, Alg}, H be a finitely generated group and G be
an H-by-finite group. If GTCPyjacy(H) is decidable, then GO Pe(G) is decidable.

Proof. We have that H is a finite index normal subgroup of G and so G admits a decomposition
as a disjoint union
G =HbiU...UHb,,
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for some b; € G. For each i € [m], we define ; : H — H by h — bjhb; L Then, ; is clearly an
automorphism of H and since G/ 7 is finite, then, for some k& € N we have that bf € H and so
©F € Inn(H). Thus, ¢; € Via(H).

Let K € C(G), h € H, i € [m] and assume that GT'C Py, ¢)(H) is decidable. Then hb; has
a conjugate in K if and only if there are i’ € H and j € [m] such that (bj_lh’*l)(gbi)(hbj) € K.
Now,

(b5 ') (gbi) (hb)) € K
— bW g(hei)bib € K
= (W g(hei))p; ! € Kb; ;b
= (W 'g(hg:)p; " € (HN KDY 'b;'b;)
— h'g(hpi) € (HN Kby b 'bj)e;.

Since K € C(G), then ij_lbi_lbj € C(G) and H N ij_lbi_lbj € C(H) (see Lemmas
3.1.2 and 3.1.10 for the cases of C'F' and Alg and [6] for the cases of Rat and Rec) and so
(H N Kby 'b;'bj)p; € C(H).

Therefore, our problem is now reduced to m instances of GTC Pyiac)(H), one for each
J € [m], which we can solve. O

Combining the previous proposition with Corollary 5.1.11, we obtain the following.

Corollary 5.1.13. Let C € {Rat, Alg}, G be a finitely generated group and F be a finite group.
If GCPe(G % Z) 1is decidable, then GCPe(G x F) is decidable.

5.2 Virtually polycyclic groups

A group G is said to be conjugate separable if, for all g, h € G,

g and h are conjugate <= g and h are conjugate in every finite quotient of G.

If a group G is finitely presented and conjugate separable, then it has a decidable conjugacy
problem (see [77]). We now show that, adding the solution to the finitely generated membership
problem, we can also solve the [f.g. coset]-generalized conjugacy problem.

Theorem 5.2.1. Let G be a conjugate separable finitely presented group such that M Py 4 (G)
is decidable. Then GC Py g coser)(G) is decidable.

Proof. Let a,b € G and H = (hi,...,h;) <7, G be our input. We want to decide if a has a
conjugate in bH. To do so, we will run two partial algorithms: one that stops, answering YES if
a has a conjugate in bH (but does not stop otherwise) and one that stops answering NO if a
does not have a conjugate in bH (but does not stop otherwise).
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The first one is simple: we enumerate all conjugates of a and check if they belong to bH
using M Py 4 (G). If we find a positive answer, we stop and answer YES; while we don’t we keep

running.

Now we describe the second one. We start by enumerating all homomorphisms from G
onto finite groups. For each surjective homomorphism ¢ : G — F', where F' = {x1,...,x,} is
a finite group, we compute (bH)p = bp(h1p,...,hip) and the set X of all conjugates of ap,
which can be done since F' is finite. Compute y; € G such that y;0 = x;. We have that

G =y Ker(p) U--- Uy, Ker(p)

and
bH = (y1 Ker(p) NbH) U - - - U (ym Ker(¢) NbH).

Each of the intersections y; Ker(¢) NbH is either empty or a coset of Ker(¢) N H. In fact,
y; Ker(¢) N bH # ( if and only if xz; € (bH)p, which we can check. Moreover, for each
nonempty intersection y; Ker(¢) N bH, we can compute a representative h; € bH such that
yi Ker(p) NbH = h;(Ker(p) N H), by enumerating elements of bH until we find one whose
image is x;. Thus, we can write bH as a disjoint union of the form

bH = hy(Ker(p) N H) U --- U hy,(Ker(¢) N H),

where n < m and h;p = x;. Also, we can compute generators for Ker(p) N H by Schreier’s

Lemma.

Now we check for each h; whether or not h;p € X and write

VHN X! = U hi(Ker(yp) N H).
]’Li(,OEX

The set bH N X! gives us a set of candidate conjugators of a in bH in the sense that
it contains all elements that are mapped by ¢ into a conjugator of ap (in F'). So, if running
through all homomorphisms ¢, the intersection of the sets of the form bH N X¢~! becomes
empty, then, by conjugate separability, a does not have a conjugate in bH.

We have that,
Hnb ' (Xe )= (J b 'hi(Ker(p) N H).
hipeX

This is a union of (computable) recognizable subsets of H, since Ker(p) N H <;; H and
so HNb 1 (X¢~1!) is a (computable) recognizable subset of H. Moreover, given a set S of
homomorphisms from G to finite groups,

NHNb ' (X ) =0 < [(bHNXe " =0.
peS peS
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Since the intersections of recognizable subsets is recognizable and computable, we can decide if

this intersection becomes empty at some point. O

A group is polycyclic if it admits a subnormal series
G=Gy>Gi>...G, ={1}

such that Gi—l/GZ, is cyclic for i € [n].

In [89] and [45], Remeslennikov and Formanek proved that virtually polycyclic groups are
conjugate separable. Mal’cev in [73] proved that polycyclic groups are subgroup separable, and
so, they have decidable membership problem, which implies that virtually polycyclic groups do

too. So, we have the following corollary.
Corollary 5.2.2. Let G be a virtually polycyclic group. Then GCPiy.g cose)(G) is decidable.

If G is polycyclic with subnormal series
G=Go>rGi>...G, ={1},
such that Gi—l/Gi is cyclic for i € [n], and ¢ € Aut(G), then
G X, Z>Go>Gi>...Gp = {1}

and G ¢ Z/Go ~ Z. Hence, G X, Z is polycyclic.

We will now prove the same result for virtually polycyclic groups.

Proposition 5.2.3. Let G be a virtually polycyclic group and ¢ € Aut(G). Then G %, Z is
virtually polycyclic.

Proof. By Lemma 4.0.1, G has a fully invariant finite index normal polycyclic subgroup H:
indeed if P is a finite index polycyclic subgroup, then P contains a finite index normal polycyclic
subgroup N and letting H be the intersection of all normal polycyclic subgroups of index at
most [G : N| we obtain a fully invariant finite index normal polycyclic subgroup of G.
Since H is fully invariant, the restriction 1) = ¢|g is an endomorphism of H. Write G as a
disjoint union
G=HUHb U---UHb,,

for some b; € GG. Then
G=Gp=HpUHp(bip)U- - UHp(bnp),

and so [G: Hp] <n =[G : H|. Since [G: Hp] =[G : H|[H : Hy], then [G : Hy] > [G : H].
Hence, [G: Hp] =[G : H] and [H : Hp] = 1. Therefore, v is bijective (injectivity is inherited

from injectivity of ¢).



5.3 Brinkmann’s equality problem 87

Since H is polycyclic, then H %, Z is polycyclic. Clearly H xy Z < G %, Z and
GxyZ=(HxyZ)U(H xy Z)t° U - U (H xy Z)t%,,
and so G X, Z is virtually polycyclic. O

From Corollaries 5.1.4 and 5.2.2 we deduce the following corollary.

Corollary 5.2.4. Let G be a wirtually polycyclic group. Then GBrOPy g cose)(G) and
GTCPfg.cose) (G) are decidable.

Notice that Kannan and Lipton solved a version of Brinkmann’s problem for matrices with
entries in Q. The generalized version of this algorithm is not easy: in [30], it is proved that it
is decidable whether the orbit of a vector in Q™ by some matrix A € Q™*™ intersects a vector
space of dimension at most 3; for greater dimensions, the problem remains open. The case
where matrices belong to GL,,(Z) and the target set is a coset of a finitely generated subgroup
is a consequence of Corollary 5.2.4 and, to the author’s knowledge, was unknown. Moreover,
since in abelian groups GBrCP and GBrP coincide, we have the following corollary. We
remark that, as highlighted in [101], not much was known about GBr Py 4 even for free-abelian

groups.

Corollary 5.2.5. Let G be finitely generated abelian group. Then GBrPjs g coset)(G) is decidable.

5.3 Brinkmann’s equality problem

In this section, we will relate the rational version of GBrP(G) with the intersection problem of
rational subsets of G' % Z and solve G Br P(rq; via)(F) and GBrC Py via)(F) for a free group
F.

5.3.1 Generalized version

Naturally, one can reduce Brinkmann’s problems restricted to Via to some conjugacy problems
on the group. Using a result from [66], we can prove the following proposition.

Proposition 5.3.1. Let F be a finitely generated free group. Then GB?“P(Rat,Via)(F) and
GBrCP(Rat via)(F) are decidable.

Proof. Let ¢ € Via(F') be such that ¢" = Az, u € F and K € Rat(F') be our input. Let k € N
and write k = pr + ¢ with 0 < ¢ < 7 — 1. Then up® = (27PuaP)@9. Thus, there is some
k € N such that up® € K (resp. up” has a conjugate in K) if and only if there are p € N,
q€{0,...,7 — 1} such that (z7PuaP)p? € K (resp. (z~PuzP)p? has a conjugate in K).

For each 0 < ¢ <r —1, the set L = {z® € F'| s € N} is rational and so Ly? is rational too.
The problem of deciding whether there is some p € N such that x7PuzP € K is an instance of
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the rational generalized conjugacy problem with rational constraints, which is decidable for F'
by [66, Theorem 4.3].

Moreover, deciding whether there is some p € N such that (x PuaP)p? has a conjugate in
K can also be done, since this is equivalent to deciding whether uy? has a conjugate in K,

which is an instance of the rational generalized conjugacy problem O

We now observe that, if we can solve I Prq (G % Z), then we can solve GBrPrq(G).
Proposition 5.3.2. If IPry (G % Z) is decidable, then GBrPrq.(G) is decidable.

Proof. Let G be a group generated by a finite set A = {aj,...a,} and 7 : A* = G be the
standard surjective homomorphism. Then G %, Z admits a presentation of the form (5.1)

—_~—

and there is a natural surjective homomorphism p : AU {t}* — G X, Z such that p|a =7
(identifying G' with the subset {t% | g € G}). Let K € Rat(G), ¢ € Aut(G) and g € G. We
want to decide if there is some n € N such that gp™ € K. Since K is a rational subset of G,
it is a rational subset of G' 4, Z, and so is t*K. Let w € A* be a word such that wr = ¢ and
put L = {wt™ | n e N} C A/U\E}* Then L is a rational language and L7 = {t"gp" | n € N} is
a rational subset of G x, Z. Now, there exists some n € N such that gp" € K if and only if
L Nt*K # (), which we can decide by hypothesis. O



Chapter 6
Hyperbolic groups

We will now study endomorphisms of hyperbolic groups. For free groups, the bounded cancella-
tion lemma is said to hold for an endomorphism ¢ € End(F},) if there is some constant N € N
such that

lu P Av =0 = [ulpAvp| < N

holds for all u,v € F,.

We will propose geometric versions of this property for endomorphisms of hyperbolic groups
and use it to characterize uniformly continuous endomorphisms of hyperbolic groups with
respect to a visual metric. This can be important when studying dynamics at the infinity
since these are precisely the endomorphisms admitting a continuous extension to the Gromov
completion.

We start with a generalization of a well-known property of hyperbolic groups, the fellow

traveler property.

6.1 Fellow Traveler Property for (1, k)-quasi-geodesics

The goal of this section is to present a slightly more general formulation of the fellow traveler
property. The result is most likely known but since it is not easy to find a proof of the result,
we include one here. While the property is usually stated considering geodesics, we can see
that we get essentially the same result when the paths considered are (1, k)-quasi-geodesics for
some k£ € N. We will present the result in a different version, considering quasi-geodesics with
endpoints at distance at most one from one another, but we remark that the result holds as
long as the distance between the endpoints is bounded by some constant.

Proposition 6.1.1. Let H be a hyperbolic group, u be a (1,r)-quasi-geodesic and v be a
(1, s)-quasi-geodesic with the same starting point. Then, there is a constant N depending on
r,s,0 such that, for all n € N, we have that

da(ur,vm) <1 = da(uMr, oM7) < N.

89
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Proof. Since the Cayley graph of H with respect to A is vertex-transitive, we can assume that
1 is the starting point of both v and v. Let p and ¢ be the endpoints of u and v, and consider a

p
}U
q

Let k& = max{r,s}. Then u,v and w are all (1, k)-quasi-geodesics. By [16, Corollary 1.8,

geodesic w from ¢ to p.

u
A AAAAAAAANANANANANAGS
1 v

Chapter III.H], there is a constant ¢’, depending only on 7, s and J, such that the triangle
(u,v,w) is ¢’-thin. Let n € N. We will prove that

da(u 7w, oM7) < 3k + 26" + 4.
Consider the factorizations of u and v given by

1WW“N“>pnMV‘1’@WV‘N9pa 1W(]nwvvﬁ’“w“>q7-

Suppose that v, = 1. This means that ¢, = q, da(1,q) < n and d4(1,p) < n+ 1. Also, notice
that, since u is a (1, k)-quasi-geodesic, we have that

lul =k < da(1,p) < [ul.
We have that
da(um,p) < Jul —n <da(l,p) —n+k <k+1<3k+20 +4.

The case u,, = 1 is analogous, so we assume that u,, v, # 1.

Since (u,v,w) is a ¢’-thin triangle, there is some m < |u|, such that
dp(oMr, ulmay <6 41,
Again, since u and v are (1, k)-quasi-geodesics, we have that
da(l,q) —n—k<|v|—n—k <da(gn,q) <|v|]—n<dsa(l,q) —n+k
and

da(l,p) —m—k < |u| —m —k < da(pm,p) < |u] —m < da(l,p) —m+ k.
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So,

da(l,q) —n —k < d(qn,q) < d(gn;pm) + d(Pm,p) + d(p, q)
<8 +1+da(l,p)—m+k+1,

thus, m —n < & +1+4+da(l,p) —da(1,q) + 2k + 1 < &' + 2k + 3. Similarly, we have that

da(l,p) —m —k < d(pm,p) < d(Pm, qn) + d(gn, q) + d(q, p)
<& +1+da(l,q) —n+2k+1,

thus, n —m <& +1+da(l,q) —da(l,p) + 2k +1 < § + 2k + 3.

Hence, we have that
d(Pry @n) < dPn, pm) +d(Pms@n) < |m—n|+k+8+1 <6 +2k+3+k+0 +1=3k+20 +4.

O]

6.2 Bounded Reduction Property

In this section, we will present three (equivalent) geometric versions of the Bounded Reduction
Property (BRP), also known as the Bounded Cancellation Lemma, for hyperbolic groups.

Since, for u,v € F,,, the Gromov product (u|v) coincides with u A v, a natural generalization
for the hyperbolic case is

AN e N((u |v) =0 = (up |vp) < N).

In [48, Proposition 15, Chapter 5|, it is shown that if ¢ is a (A, K)-quasi-isometric embedding,
then there exists a constant A depending on A, K and J, with the property that

;ww — A < (uplvg) < Aulv) + A. (6.1)

So, if H is a hyperbolic group and ¢ : H — H is a quasi-isometric embedding, then for every
p > 0, there exists ¢ > 0 so that

(wlv)<p = (up|vp) <q.
We will now present a geometric formulation of the inequality (u|v) <p .
Lemma 6.2.1. Let u,v € H and p € N. Then the following are equivalent:

L. (uv) <p
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2. for any geodesics a and B from 1 to u™! and v, respectively, we have that the concatenation

_ B _
1 @ ul u o

is a (1,2p)-quasi-geodesic

3. there are geodesics o and 3 from 1 to u™' and v, respectively, such that the concatenation

_ B _
1 @ ut u o

is a (1,2p)-quasi-geodesic

Proof. 1t is clear that 2 = 3. Now we prove that 1 = 2. Let u,v € H and p € N.
Suppose that (u|v) < p and take geodesics a and 3 from 1 to u~! and v, respectively. Take the
concatenation ¢ : [0, |u| + |v|]] = H, where 0 =1, (|u)¢ = vt and (|u| + |v])¢ = u~tw.

We will prove that ¢ is a (1, 2p)-quasi-geodesic, i.e., for 0 <i < j < |u| 4 |v|, we have that
j—i—2p<d(i¢,j¢) <j—i+2p.

We can assume that 0 <i < |u| < j < |u|+ |v|. Clearly, we have that d(i(,j¢) <j—i <
j—i+2p.

Suppose that |j¢| < j — 2(u|v) and consider a geodesic v : [0,[j¢|] from 1 to j¢ and
concatenate it with (|(; ju|+|o|), Which gives us a path of length

Jul + o] =7+ 15| < ful + o] = 5 + 7 = 2(ulv)
= lul + |v] = 2(ulv)
= [ul + [v] = ful = [v] + [u"v|

= \u71v|

from 1 to v~ 'v and that contradicts the definition of d. Thus, |j¢| > j — 2(ulv).
So,

d(u™, j¢) + [u o] — |v] = d(i¢, j¢) — d(1,iC)
d(u™,5¢) + Ju™ o] = Jv] = |i¢|

= j—lul+d(u,v) = |v| = |5¢]

j = 2(ulv) = 15¢|

0,

IN
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thus,

d(i¢, 5¢) > d(u™", j¢) + [u~ | — |v] — d(1,iC)
= j = lul +Ju"o| = o] =
=j—1i—2(ulv)
>j—t1—2p

To prove that 3 = 1, take geodesics a and 3 from 1 to ™! and v, respectively, such that
the concatenation

_ B _
1 e ul uw v

is a (1, 2p)-quasi-geodesic. Then
d(u,v) = d(1,u”"v) = d(0(e+ ), (Ju| + [v])(a + B)) > Ju| + |v] — 2p,

so 2(ulv) = |u| + |v| — d(u,v) < 2p and we are done. O
Let ¢ : H — H be a map. We say that the BRP holds for ¢ if, for every p > 0 there is
some ¢q > 0 such that: given two geodesics u and v such that

u v
1 U uv

is a (1, p)-quasi-geodesic, we have that given any two geodesics a, 3, from 1 to up and from ugp
to (uv)yp, respectively, the path

1 U (uv)e
is a (1, ¢)-quasi-geodesic.

Proposition 6.2.2. Let H be a hyperbolic group and ¢ : H — H be a mapping. Then, the
following are equivalent:

1. BRP holds for ¢;

2. for every p > 0 there is some q > 0 such that, for all u,v € H, we have that

(ulv) <p = (up|vp) <q. (6.2)

Proof. Let H be a hyperbolic group, ¢ : H — H be a mapping and p be a nonnegative integer.
Suppose that the BRP holds for ¢ and take u,v € H such that (u|v) < p. Then, by Lemma
6.2.1 and the BRP, there is some ¢ > 0 such that, given geodesics o and 3 from 1 to v~ '¢
and from u~ty to (ulv)y, respectively, the concatenation ¢ : [0, |u"ty| + |vp|] — H is a
(1,2q)-quasi-geodesic. Using Lemma 6.2.1 again, we have that (up|vp) < q.
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Now, suppose that for every p > 0, there is some ¢ > 0 such that (6.2) holds and take
geodesics «, § such that the concatenation

is a (1, p)-quasi-geodesic. In particular, it is also a (1, 2p)-quasi-geodesic. Then by Lemma 6.2.1,
we have that (u=!|v) < p, so, using (6.2), we have that (u~'¢|vy) < ¢, so by Lemma 6.2.1, we
have that the path

g (wv)e

is a (1, 2¢)-quasi-geodesic for every geodesics «, 5 as above. O

The following proposition is an immediate consequence of (6.1) and Proposition 6.2.2.
Proposition 6.2.3. If o : H — H is a quasi-isometric embedding, then the BRP holds for ¢.

The next proposition shows that the bounded reduction property can be reduced to the
case where p = 0.

Proposition 6.2.4. Let H be a hyperbolic group and ¢ € End(H). If the BRP holds for ¢ for
p =0, then it holds for every p € N.

Proof. Let H be a hyperbolic group and ¢ € End(H) and assume that the BRP holds when
p=0. Let p e N, u,v € H, and take two geodesics o and g from 1 to v and from u to wv,
respectively, so that the concatenation oo + § is a (1, p)-quasi-geodesic. By Proposition 6.1.1,
there is some N € N such that for a (1, p)-quasi-geodesic ¢ starting in 1 and ending in uv, we
have that

dE (a+ M) < N, (6.3)

for every n € N. We will prove that, there is some ¢ € N such that, given any two geodesics &
and & from 1 to ue and from up to (uv)y, respectively, their concatenation is a (1, ¢)-quasi-
geodesic.

Take ~ to be a geodesic from 1 to uv and consider the factorization

] o
xT uv.

Notice that both 4!l and ~, are geodesics and their concatenation, ~ is also a geodesic.
In particular v is a (1, p)-quasi-geodesic with the same starting and ending points as the
concatenation of o and 3. So, by, (6.3) we have that d(z,u) < N.

Set B, = max{|ag||a € A}. Then, we have that d(zp, up) < Bod(x,u) < B,N. Let
and (2 be geodesics from 1 to xy and from z¢ to (uv)p, respectively. Since the BRP holds for
o when p = 0, we have that there is some constant py such that the concatenation (; + (s is a
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(1, po)-quasi-geodesic and that constant is independent from the choice of 4. So, we have that
d(1, (wv)p) = d(1, z¢) + d(zp, (ww)p) — po- (6.4)
Since d(ugp, (uwv)p) < d(up, zp) + d(xp, (wv)p) < NB, + d(xp, (uv)yp), we have that
Az, (w0)p) > d(up, (w)p) — NB,. (6.5)
Similarly, we have that d(1,uy) < d(1,z¢) + d(xzp,up) < d(1,29) + NB,, and so
d(1,z¢) > d(1,up) — NB,. (6.6)
Combining (6.4) with (6.5) and (6.6), we have that

d(1, (uv)p) = d
d

(1,’U,Q0) - NBQO + d(“@? ('LL'U)QD) - NB(p — Do
(L, up) +d(1,vp) — 2N By, — po.

Hence

2 ((up) " fop) = d(1, up) + d(1,vp) — d((ug) ", vp)

= d(la u@) + d(L”@) - d(17 (uv)gp)
< QNBQD + Po-

By Lemma 6.2.1, we have that the concatenation &; 4 &2 is a (1, 2N B, 4 po)-quasi-geodesic. [

If (X,d) is 6-hyperbolic and A > 1, K > 0, it follows from [16, Thm 1.7, Section III.H.3]
that there exists a constant R(d, A, K'), depending only on ¢, A, K, such that any geodesic and
(A, K)-quasi-geodesic in X having the same initial and terminal points lie at Hausdorff distance
< R(4, A, K) from each other. This constant will be used in the proof of the next result.

We recall that for a geodesic « : [0,n] — H, we will often denote its image by « as well.
We are now ready to present two more (equivalent) geometric formulations of the BRP.

Theorem 6.2.5. Let ¢ € End(H). The following conditions are equivalent:
1. the BRP holds for .

2. there is some N € N such that, for all z,y € H and every geodesic o = [z, y|, we have
that awp is at Hausdorff distance at most N to every geodesic [xp, yp).

3. there is some N € N such that, for all z,y € H and every geodesic a = [z,y|, we have
that ap C VN (&) for every geodesic & = [z, yyp).

Proof. Clearly 2 — 3.
1 = 2: Let z,y € H and N € N given by the BRP when p = 0. Consider geodesics
a = [z,y] and £ = [zp,yp|. Let u € £ and k = d(zp,u). So, clearly, d(zp,yp) > k. Put
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B, = max{|ay||a € A}. We may assume that k > B, since, otherwise d(u, ap) < B,,. Since
d(zp,z9) = 0 < k and d(yyp,z@) > k, there is some ny, > 0 such that d(ze, (z(al™l7))p) < k
and d(zy, (z(al™Hr))p) > k (notice that ny > 0 since d(zy, (z(aln))p) < B, < k).
Consider the following factorization of «

almk] ag

Using the BRP, we have that, given geodesics 3, from zy¢ to xxp and from zpp to yy,

respectively, the concatenation

Ty Lrp Yy

is a (1, N)-quasi-geodesic. Set xyy1 = x(al™+71). We know that d(z1p, v5419) < B, and so
k < d(ze, wrpie) < d(@p, zpp) + By
Thus, we have that d(xzrp, z¢) > k — By,.
Let z = (8 + )¥]. Notice that, since d(xyp, z¢) < k, then z € .
o \
/E\ /’Y\‘
Ty TEp yp
Using the fellow traveler property for (1, N')-quasi-geodesics, there is some constant M depending

only on N and § such that d(u, z) < M. Since 7 is a geodesic, then d(zxp, z) = k—d(zp, xpp) <
k — (k- B,) = B,. Thus,

and u € Viry B, (). Since u is an arbitrary element of £ such that d(u, o) > B, we have
that £ C Vi, (ayp)

Now, let v € a.. Since the BRP holds, taking any geodesics, 3, from zp to vy and from
v to yp, the concatenation

B’ b4
Ty vy yp

is a (1, N)-quasi-geodesic, so Haus((5'++'), &) < R(d,1, N). In particular, d(vp, &) < R(4,1, N).
Since v is arbitrary, we have that ap C Vg(s1,n5)(§)-

Hence Haus(&, ap) < max{R(d,1,N), M + B,}.

3 = 1: Take N such that condition 3 holds and u,v € H. Let a = [1,u], 8 = [u,uv] be
such that a+f is a geodesic and consider v = [1, up] and ¢ = [ugp, (uv)p]. We want to prove that
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there is some M € N such that v+ ( is a (1, M)-quasi-geodesic and that suffices by Proposition
6.2.4. From condition 3, we have that ap C Vn(7), B C Vn(() and (o + B)p C Vn(y + Q).
Since a4 f3 is a geodesic, given a geodesic £ = [1, (uv)y], we have that ((a+ 8)¢) C Vi (€) too.

Now, we have that there is some x,, € £ such that d(uep, z,) < N. Suppose that d(1,x,) > |7
and denote & by y. So, v and &, = ¢ll7l are two geodesics with the same starting point
that end at bounded distance. By the fellow traveler property, there is some K € N such that
d (up,y) < K. So, we have that,

IC] = d(up, (uv)p) < d(up,y) + d(y, (uv)p) < K +d(y, (uv)p).

Now,
€] = d(1,y) + d(y, (w)p) = [7[ + d(y, (wv)e) = 7]+ [¢] — K.

If d(1,z,) < ||, the same inequality can be obtained analogously, considering the geodesics
¢t and 71, since |y] + [¢] > [¢]-
So, we have that

(d(1,up) + d(1,vp) — d(u"p,v¢))

(1 +1¢] — d(1, (wo)g)) = 5 (11 + I¢] ~ [¢])

(u™ plvg) =

N =D =

<

b =

By Lemma 6.2.1, we have that v + ¢ is a (1, K)-quasi-geodesic. O

Recall that an equivalent definition of hyperbolicity is given by the existence of a center of
geodesic triangles (see Lemma 2.5.1).

Given three points, the operator that associates the three points to the K-center of a geodesic
triangle they define is coarse median and, by [85, Theorem 4.2.], it is the only coarse-median
structure that we can endow X with.

We will now show that the BRP coincides with coarse-median preservation.

Theorem 6.2.6. Let G be a hyperbolic group and ¢ € End(G). Then the BRP holds for ¢ if

and only if @ is coarse-median preserving.

Proof. Let H = (A) be a hyperbolic group and ¢ € End(H). Suppose that the BRP holds for
 and take N given by version 2 of the BRP given by Theorem 6.2.5, K be the constant given
by Lemma 2.5.1, B, = max{da(1,ayp) | a € A}, z,y,z € G and geodesics a = [z, y], B = [y, 2],
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v = [z, z]. Then by definition of the coarse-median operator, d(u(z,y, z),«) < K, and so there
is some 2’ € a such that d(2/, u(z,y,2)) < K and so

d(z'¢, p(z,y,2)¢) < KB,. (6.7)

Now consider the triangle defined by o/ = [zp,yp], 8’ = [yp, z¢] and v = [z, xp]. By the
BRP, we have that ay is at a Hausdorff distance at most N from o/, so there is some z” € o/
such that

d(z",2'p) < N. (6.8)

Combining (6.7) and (6.8), we get that d(u(x, y, 2)¢, ") < KB,+N, and so d(u(z, y, z)p, o)
K B,+N. Similarly, we can prove that d(u(x,y, 2)¢, ') < KBy+N and that d(u(z, y, 2)p,v") <
KBy, + N and so p(x,y,2)¢ is a (KB, + N)-center of the triangle defined by o/, 8" and +'.
Since p(zp,yp, z¢) is a K-center of the triangle, it is also a (KB, 4+ N)-center and by [13,
Lemma 3.1.5], we have that the distance between u(xp, yp, zp) and u(x,y, z)¢ is bounded and
S0  is coarse-median preserving.

Now, suppose that ¢ is coarse-median preserving with constant C > 0. Take two points
x,y € H and consider a geodesic a = [z,y]. Let x; € a. Then u(x,z;,y) = x;. Now consider
a geodesic triangle given by o = [zp,z;p],8 = [rip,yp] and v = [zp,yp]. Since ¢ is

coarse-median preserving, we have that

d(zip, ) < d(zip, p(zp, zip, yp)) + d(p(ze, ziv, yp),7)
< d(p(z, zi,y)e, plre, zip, yp)) + K
<C+K.

Since z; € « is arbitrary, this means that ap C Vi g (7'), which means that the BRP holds
for ¢, by Theorem 6.2.5. O

So, combining Propositions 6.2.2 and 6.2.4 with Theorems 6.2.5 and 6.2.6, we have proved

the following result:
Theorem 6.2.7. Let ¢ € End(H). The following conditions are equivalent:
1. The BRP holds for .
2. The BRP holds for ¢ when p = 0.
3. ¥p>03¢g>0Vu,ve H((uv) <p = (uplvy) <q).
4. 3¢>0Vu,v e H ((ulv) =0 = (uplvy) <q).

5. there is some N € N such that, for all x,y € H and every geodesic o = [x,y], we have
that ap is at Hausdorff distance at most N to every geodesic [xp,yp].
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6. there is some N € N such that, for all z,y € H and every geodesic o = [x,y], we have
that ap C VN (&) for every geodesic & = [z, yyp).

7. @ is coarse-median preserving.

6.3 Uniformly continuous endomorphisms

We will start by describing when an endomorphism of a hyperbolic group is uniformly continuous
with respect to a visual metric. Recall that, since the completion is compact, those are precisely
the endomorphisms admitting a continuous extension to the completion, as seen in Subsection
2.2.1.

A mapping ¢ : (X,d) = (X',d") between metric spaces satisfies a Holder condition of
exponent r > 0 if there exists a constant K > 0 such that

d'(z,yp) < K(d(z,y))"

for all z,y € X. It clearly implies uniform continuity. We will show that in case of hyperbolic
groups, the converse also holds.

In [2], the authors thoroughly study endomorphisms of hyperbolic groups satisfying a Holder
condition. In particular, they find several properties equivalent to satisfying a Holder condition.

Theorem 6.3.1 ([2], Araujo-Silva). Let ¢ be a nontrivial endomorphism of a hyperbolic group
G and let d € VA(p,~,T) be a visual metric on G. Then the following conditions are equivalent:

1. ¢ satisfies a Holder condition with respect to d;
2. ¢ admits an extension to G satisfying a Hélder condition with respect to CT,
3. there exist constants P > 0 and Q € R such that
P(gplhe), +@Q > (glh);
for all g,h € G;
4. @ is a quasi-isometric embedding of (G,d4) into itself;
5. @ is virtually injective and Gy is a quasiconvex subgroup of G.

The authors in [2] conjecture that every uniformly continuous endomorphism satisfies a
Hoélder condition. We will give a positive answer to that problem later in this section.

We now present a natural result following from Theorem 6.2.5.

Corollary 6.3.2. Let ¢ € End(H) such that the BRP holds for ¢. Then Hy is quasiconvex.
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Proof. Let x,y € H and take N € N given by condition 2 of Theorem 6.2.5. Consider geodesics
a = [z,y] and & = [xp, yp|. We have that Haus(¢, ap) < N. Let u € £&. Then

d(u, Hp) < d(u,ap) < Haus(&, ap) < N.

O]

Lemma 4.1 in [2] states that a uniformly continuous endomorphism is virtually injective.
So, next we will prove that uniform continuity implies the BRP. In that case, it follows that
uniformly continuous endomorphisms are precisely the ones satisfying a Holder condition.

Let p,q,x,y € H. We have that

(z|y)p = 5 (da(p,x) + da(p,y) — da(z,y))
< 5(dalg, =) +dalq,y) — da(x,y) +2da(p, q))

= (2|y)q + da(p,q)

1
2
1
2

Similarly, (z|y)q < (z|y)p + da(p,q), so
(]y)g — da(p, @) < (z[y)p < (z[y)g + dalp, q) (6.9)

Proposition 6.3.3. Let G = (A) and H = (B) be hyperbolic groups and consider visual metrics
dy € VA(p,~,T) and dy € VE(p/, 4/, T") on G and H, respectively. Let ¢ : (G,dy) — (H,d>)
be an injective uniformly continuous homomorphism. Then, for every M > 0, there is some
N > 0 such that

(up) < M = (uplvp)® < N

holds for every u,v € G.

Proof. Since ¢ is uniformly continuous, by a general topology result it admits a continuous
extension ¢ : (G’, ch) — (I:[ ) cfg) Since ¢ is a continuous map between compact spaces, it is
closed, and so it has a closed (thus compact) image.

Now, restricting the codomain of ¢ to the image, we have a continuous bijection between
compact spaces, and so it is a homeomorphism. Its inverse, ¥ : Im($) — G is a continuous map
between compact spaces, hence uniformly continuous. So, the restriction ¢ : (Im(yp),d2) —

(G, dy) is also uniformly continuous, i.e.,
Ve > 036 > 0(de(z,y) <d = di(zy,y') < e),
which, by construction of v/, means that

Ve > 030 > 0(da(zp,yp) <9 = di(z,y) <e). (6.10)
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Using (2.2), we have that (6.10) is equivalent to
VM € N3N € N((zplyp)s > N = (z|y); > M). (6.11)

Since p and p’ are fixed, we can change the basepoint to 1 using (6.9). So, (6.11) becomes

equivalent to

VM e N3N e N((z|y)A < M = (z¢lyp)? < N).

Proposition 6.3.4. Let d € VA(p,v,T) be a visual metric on H and let ¢ be a uniformly
continuous endomorphism of H with respect to d. Then, the BRP holds for .

Proof. If ¢ is injective it follows from Proposition 6.3.3. Now, in case ¢ is not injective, by
Lemma 4.1 in [2], it must have finite kernel K. Consider 7w : H — H/ K¢ to be the projection
and the geodesic metric d4, on the quotient. Let ¢’ : (H/K, dAW) — (H,d4) be the injective
homomorphism induced by .

Let
L =max{da(l,z) |z € K}.

Let g,h € H. We claim that

da(g,h) — L < dax(gm,hmw) < da(g,h). (6.12)

Since h = gay .. .ay implies hw = (gay . ..a,)w for all ay, ..., a, € /~1, we have da,(gm, hr) <
dA(ga h)

Write hr = (gw)m, where w is a word on A of minimal length. Then h = gwz for some
z € K and so

By minimality of w, we have actually |w| = d (g7, hm) and thus (6.12) holds.
This means that (H,d4) and (H/ K> d Aﬂ> are quasi-isometric. In particular, it yields that
H/ )¢ is hyperbolic.
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Now, take d' € VA™(p'm,~y',T') to be a visual metric on H/K. For every u,v,p € H, we
have that

(umlom)AT = %(dm(m, ) + dan (p, o) — dan (ur, o))
< (@) + da(p.v) — da(u,v) + 1)
= (o) + 5
From uniform continuity of ¢ with respect to d, we get that
VM € N3N e N((zly)) > N = (zolyp); > M).
It follows that

VM € N3N € I\T((:U7T|g,/7r);;‘77rT >N = (:r:gp|yg0);‘ > M),

and so ¢’ is uniformly continuous with respect to d’ and d. It follows from Proposition 6.3.3
that for every p > 0, there is some g > 0 such that

(u7r\127r)‘47r <p = (ump’]vmp’)A <gq (6.13)

holds for all umr,vw € H/ K-
Take u,v € H such that (u|v)? = 0. Then

L L
(ur|om)A™ < (ulv)? + 3= 5

So, by (6.13), there is some ¢ which does not depend on u,v such that (up|vp)? < ¢. By

Proposition 6.2.4, the BRP holds for .
O

We can now answer Problem 6.1 left by the authors in [2].

Theorem 6.3.5. Let d € VA(p,~,T) be a visual metric on H and let ¢ be an endomorphism

of H. Then ¢ is uniformly continuous with respect to d if and only if the conditions from
Theorem 6.3.1 hold.

Proof. 1t is straightforward to see that condition 1 from Theorem 6.3.1 implies uniform continu-
ity. Now, if ¢ is uniformly continuous, by [2, Lemma 4.1] it must be virtually injective and
combining Proposition 6.3.4 with Corollary 6.3.2, we have that H is quasiconvex, so condition
5 of Theorem 6.3.1 holds. O
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We now present a visual representation of these properties, where the shaded region
represents the nontrivial uniformly continuous endomorphisms. Indeed, we have proved that
every nontrivial uniformly continuous endomorphism satisfies the BRP (Proposition 6.3.4) and
that every endomorphism satisfying the BRP must have quasiconvex image (Corollary 6.3.2).
Theorem 6.2.6 establishes an equivalence between the BRP and coarse-median preservation
(CMP). Also, every virtually injective endomorphism with quasiconvex image must be uniformly
continuous by Theorem 6.3.1. In [2], the authors give an example of an injective endomorphism
of a torsion-free hyperbolic group with non quasiconvex image. So, unlike the case of virtually
free groups, the BRP does not hold in general for injective endomorphisms of hyperbolic groups,
not even when restricted to torsion-free hyperbolic groups. In the virtually free groups case,
that does not happen, as every virtually injective endomorphism is uniformly continuous [98].

Taking ¢ : F3 — F3 defined by a — a, b — b and ¢ — 1, we have that F3p = (a,b).
Since F3p is finitely generated and the standard embedding (a,b) — F3 is a quasi-isometric
embedding, then ¢ has quasiconvex image. But the BRP does not hold for ¢ since |¢b™ Ab™| = 0
and [(cb™)p A b™p| = [b™ A b™| = n, which can be arbitrarily large.

It is easy to find examples of endomorphisms for which the BRP holds that are not virtually
injective, even for virtually free groups, by taking an endomorphism with finite image. For
example, take H = Z x Zg and ¢ defined by (n,0) — (0,0) and (n,1) — (0,1). Then, the BRP
holds for ¢ and its kernel is infinite (in particular, it can’t be uniformly continuous).

Quasiconvex BRP,

) Virtually| Injective
image CMP

Figure 6.1 Nontrivial uniformly continuous endomorphisms of hyperbolic groups

So, for hyperbolic groups, we have the figure above in which every region is nonempty.
Notice that, for virtually free groups, the only difference is that nontrivial uniformly continuous
endomorphisms are precisely the virtually injective ones and the BRP holds for all of them.

In the case of free groups, it is even simpler as, for every nontrivial endomorphism, the
properties of being injective, uniformly continuous and satisfying the BRP are equivalent.
Indeed, it is well-known that injective endomorphisms coincide with uniformly continuous ones
and that the BRP holds for this class. It is easy to see that the converse also holds. For
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n>2,let X ={x1,...,z,} be a finite alphabet and F;,, = (X) be a free group of rank n. If a
nontrivial endomorphism ¢ € End(F},) is not injective, then there is some w € Ker(p) such that
w # 1 and some letter a such that ap # 1. Let p = |w|. We have that w is not a proper power
of a since, in that case we would have that wp would be a proper power of ap and so, nontrivial.
So, we have that, for arbitrarily large m € N, |wa™ A a™| < |w|, but |(wa™)p A a™p| = |a™¢|,
which is arbitrarily large. So, nontrivial endomorphisms for which the BRP holds in a free
group of finite rank are precisely the injective ones.

In [87], Paulin proved that Fix(¢p) is finitely generated if ¢ € Aut(H). We remark that his
proof also yields the result for quasi-isometric embeddings. So, we have proved the following

result.

Theorem 6.3.6. Let ¢ € End(H) be an endomorphism admitting a continuous extension
P H — H to the completion of H. Then, Fix(p) is finitely generated. O



Chapter 7

Automatic groups

7.1 Preliminaries

We now introduce some definitions and properties of automatic groups. For more details, the
reader is referred to [42] and [57]. Let G be a group, A be a finite alphabet and 7 : A* — G be
a surjective homomorphism. A language L C A* is said to be a section of w if L7 = G and if
7|, is bijective, we say that L is a transversal of . Let $ be a symbol that doesn’t belong to A
and consider

Ag = (A x A)U(Ax {$})U({S) x A).

Given two words u,v € A, the convolution uowv is the only word in Ag such that the projection
on the first (respectively second) component belongs to u$* (respectively v$*).

The language L is an automatic structure for 7 if it is a rational section of 7 and, for every
x € AU {1}, there are finite state automata M, over Ag such that L(M,) = {uov | u,v €
L, v = (ux)w}. If, additionally, L is a transversal, then we say that L is an automatic structure
with uniqueness for m. Moreover, if for every x € A there is a finite state automaton .M over

Ag such that L(; M) = {uov |u,v € L, v = (zu)r}, L is a biautomatic structure for .

It is well known that, if L is an automatic structure for 7, then the set of all shortlex
minimal representatives of elements of G in L forms an automatic structure with uniqueness
for 7.

Given a group G = (A), consider its Cayley graph I'4(G) with respect to A endowed with
the geodesic metric d4. We will slightly abuse notation when we write d4. Indeed, when we
are given an automatic structure L for 7 : A* — G, we have that G = (An) and we will write
da to denote d,, except when necessary: when the same alphabet is read in different ways
(through different homorphisms).

For a language L C A* we say that the fellow traveler property holds for L if there is some
N € N such that, for all u,v € L,

da(ur,vm) <1 = da(uMr, oM7) < N,

105



106 Automatic groups

for every n € N.

We say that u,v € A* are p-fellow travelers, or that u and v p-fellow travel, in ' 4(G) if
da(ulMm, vl" 1) < p for every n € N.

We will consider similar definitions to the ones above when the paths remain at bounded
distance but asynchronously. We say that two words u and v in L asynchronously p-fellow travel
if they p-fellow travel up to some reparametrisations, meaning that there are nondecreasing
surjective functions ¢, 1 : N — N such that for all ¢ € N we have that d4 (u[‘z’(t)]w, vw’(t)]w) <np.
We say that a rational section L is an asynchronous automatic structure if the asynchronous
version of the fellow traveler property holds for L.

It is also a well-known fact that a rational section L is an automatic structure for = if
and only if the fellow traveler property holds for L. Similarly, biautomatic structures can be
characterized by a variant of the fellow traveler property, where points might start at distance
at most one apart. If L1 C A* and Ly C B* are synchronous or asynchronous automatic
structures, then L; U Ly is rational on (A U B)*. Following [81], we say that L; and Ly are
equivalent if L1 U Lo is an asynchronous automatic structure. In hyperbolic groups, all structures
are equivalent. We will also consider the notion of synchronous equivalence when Ly U Lo
is a synchronous automatic structure. This notion is stricter than the notion of equivalence.
For example in Z, the structure given by (aa~'a)* U (a~taa™1)* is not synchronous equivalent
to the usual structure given by a* U (a~!)*. In fact, taking Z with a single generator a = 1,
there are infinitely many synchronous equivalence classes. Indeed, for n € N, the structures
L, = (a(a'a)")* U (a~!(aa=1)")* belong to different synchronous equivalence classes.

We say that an automatic structure has the Hausdorff closeness property if there is some
N € N such that, for all u,v € L such that d4(um,vmw) < 1, the paths in the Cayley graph
defined by v and v are at Hausdorff distance bounded by N.

We will also use a characterization of a boundedly asynchronous automatic structure from [42,
Theorem 7.2.8 ]. We will only use the result to prove that a certain structure is asynchronous
automatic and may take this characterization as a definition.

If G is an automatic group with automatic structure L for w : A* — G, a departure function
for (G, L) is any function D : Ry — R{ such that, if w € L, r,s > 0, ¢t > D(r) and s+t < |w],
then da(wlm, wtEHr) > r.

Definition 7.1.1. Let G be a group, A be an alphabet, 7 : A* — G be a surjective homomor-
phism and L be a rational section of w. Then L is a boundedly asynchronous structure on G if
and only if there exists a departure function D for (G, L) and L has the Hausdorff closeness

property.

While an automatic structure is obviously asynchronous automatic and satisfies the Hausdorff
closeness property, it is not true that it always admits a departure function. For example, take a
finite group G and the alphabet A = G. Then take L = A* and 7 : A* — G. Let p = diam(G).
It is obvious that any two words p-fellow travel, thus L is an automatic structure. However,
it is easy to see that it can never admit a departure function. Clearly, the constant function
equal to 0 is not a departure function, since, in that case, for r > p, we would have that, for
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any w € L, s,t > 0 such that s + ¢ < |w|, da(w!*m, wsTx) > p, which is absurd. If there was
one nonzero departure function, say D : Rar — ]Rar, then we could take a € A, x € ]RBL such
that D(z) # 0 and the word w = a/P@1A4l and taking the prefixes of size a multiple of [D(z)],
aFIP@1 for k=0,..., A, then we must have two distinct ones, say a//P®1 and o/[P@1 with
0 <i < j <|A| representing the same element in G. This means that for r = z, s = i[D(z)],
t=(j—i)[D(z)] > [D(z)] > D(z), we have that s+t < |w| and d4 (w7, wstzr) = 0.

However, if L is an automatic structure, there is some L’ C L such that L’ is boundedly
asynchronous automatic. Also, every boundedly asynchronous automatic structure is in
particular an asynchronous automatic structure.

When we work with an automatic structure, given an element g € G, we will denote by g
an arbitrary minimal length element of L such that gm = g.

The following lemma, known as the bounded length difference lemma, will be crucial to our

work.

Lemma 7.1.2. [}2, Lemma 2.3.9] Let G be an automatic group, A be an alphabet, 7w : A* — G
be a surjective homomorphism and L be an automatic structure w. Then, there is a constant
K > 0 such that, if w € L and g € G is a vertex of the Cayley graph at distance at most one
from wr, we have the following situation.

1. g has some representative of length at most |w|+K in L; and

2. if some representative of g in L has length greater that |w|+K, there are infinitely many

representatives of g in L.

As a corollary, we have that if g is at bounded distance from wm, then there is some
representative of bounded length. In particular, it follows that, for all g, h € G,

1g1-Ihl| < Kda(g, b).

If L is an automatic structure for 7 : A* — G such that the empty word € does not belong
to L, we can consider L' = L U {e}, which is obviously a rational section and satisfies the fellow

traveler property. Thus, for all g € G, we have that
|9]< Kda(l,g). (7.1)

A subgroup H < G is said to be L-quasiconver if there exists some N such that, for all
h,h' € H and w € L such that h(wn) = h’, we have that

da(h(wMr), H) < N,

holds for all n € N.
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7.1.1 A remark on asynchronous automatic structures and equivalence

Our definition of asynchronous automatic structure coincides with the one used in [55]. It
is slightly different from the most common definition (see, for example [57],[83],[95]) because
we take functions from N to N instead of taking the paths parametrized by arc length and
nondecreasing surjective maps ¢, : R>9 — R>( such that for all ¢ € R>o we have that

da (u(e(t), v(¢(1))) < p-

We now show that these two definitions coincide.

We start by showing that if the discrete version holds, then so does the continuous definition,
using linear interpolation. Let u,v € L ending at distance at most one apart and take
nondecreasing surjective ¢, : N — N such that

d(ul*®] POl < ¢

)

for all ¢ € N. Define ¢, : [0,00) — [0, 00) by

¢'(z) = (¢([2]) = ¢([z]) (@ — [z]) + &([x])

and

W) = (@([2]) = Yz (@ = [2]) + ().

We have that both ¢’ and 1)’ are surjective, nondecreasing and they coincide with ¢ and ),
respectively, in N. Also, ¢(|]) < ¢/(x) < ¢([w]), ¥(|x]) < /() < ([2]) and

d(u(@' (1), v(d' (1)) < d(u(¢'(t), u(¢([t]))) + d(u(e([t])), v(([t])))
+d(v(([t])), v(y' (1))
<C+2.

Conversely, suppose that L is an asynchronous automatic structure for the continuous version
of the definition. Let u,v € L ending at distance at most one apart and take nondecreasing
surjective ¢, : [0,00) — [0, 00) such that

d(u(o(t)),v(¥ (1)) < C,

for all t € [0,00). Let t; be such that ¢(¢;) = i. Notice that we can take tg = ¢(to) = ¥(to) = 0.

For k € N, let z;, = [¢(tx)| + k. Since the sequence (zj)ren is increasing and starts in 0, for
each n € N, there is exactly one ¢ € N such that

L¢(tz)J +i<n< I_w(tz’—&-l)J +17 4 1.

We define ¢/,¢' : N — N as ¢'(n) =i and ¢'(n) =n —i.



7.1 Preliminaries 109

We have that ¢/ and 1" are nondecreasing. Indeed in each interval of the form [ ()] +1i <
n < |Y(tiy1)] +i+1, ¢’ is constant and increases by 1 when we move to the next interval and
1)’ increases by 1 in each step inside the interval and remains constant when we change interval.
Clearly, they are both surjective as well.

Now let n € N and take ¢ € N such that |¢(t)] +¢ < n < [¥(tiv1)] +4 + 1. Then,
[Y(ti)] <n—1i<|9¥(tiy1)| + 1, and since n — i is an integer, then,

[(ti)] <n—i < [Y(tiv)]. (7.2)

Now, if 9 (t;) < n — i, there is some t € [t;, t;+1] such that ¢(t) = n — 4. Fix such a ¢. Since ¢ is
nondecreasing, then ¢ = ¢(t;) < ¢(t) < ¢(t;y1) =i + 1. It follows that

d(u[¢’(n)] n)]) d(u o= Z])
= d(ul, v(y(1)))
< d(ul, u(@(t))) + d(u((1)), (2 (1))
< d(u(¢ ( i)),u(o(t))) +C
<C+

If n—i < 4(t;), then, by (7.2), ¢ (t;) — (n—1i) < 1. In this case, let ¢ be such that ¢ (t) = n—i.
We have that ¢(t;) — () < 1. Then

Al My ]y — gyl yln-il)

(ul
(u" ( (®)))
(u ( ( 1)), (¥ (8))) + d(v(P(ti)), v(¥(1)))

IA
&&

IN
Q

There is also another common way to define an asynchronous automatic structure (see, for
example, [81], [84]). According to this definition, L is an asynchronous automatic structure if
there is some p > 0 such that for all words v and v in L ending at distance at most 1, there is
a nondecreasing surjective function ¢ : R>¢g — R>¢ such that for all ¢t € R>(, we have that

da (u(t), v (¢(1)) <p-. (7.3)
In [82], the author gives the following definition and lemma:

Definition 7.1.3. If X is a metric space and d > 0, two paths 1,72 : [0,00) — X will be said
to d-track if there exists a homeomorphism ¢ : [0,00) — [0,00) such that d(y1(t), v2(¢(t))) <6
for all ¢ € [0, 00).

Lemma 7.1.4 ([82], Neumann). Suppose § is a positive integer. If paths in T 4(G) defined by

words w,v € A* §-track, then there exist surjective nondecreasing functions t — t' and t — t”
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/l}

mapping N — N such that d(w[t/],v[t ) <6 for allt € N. Conversely, if the latter condition is
satisfied then the paths (6 + 1)-track.

Now we can see that this definition of an asynchronous automatic structure coincides with
the previous ones. By Lemma 7.1.4, we have that if L is an asynchronous automatic structure,
then for all words u, v ending at distance at most 1 there is a surjective nondecreasing function
¢ :[0,00) — [0, 00)] such that

d(u(t),v(e(t))) < C.

The converse also holds: Suppose that, for words u, v there is a surjective nondecreasing function
¢ :10,00) — [0,00)] such that
d(u(t), v(6(1))) < C.

It is possible to deform ¢ so that it becomes strictly increasing. In that case, an increasing

surjective map must be a homeomorphism.

We remark that this notion of an asynchronous automatic structure, when considered in its
discrete version does not coincide with the continuous version (nor with the previous definition).
Similarly, using linear interpolation, we can see that if some L verifies the discrete condition,

then it verifies the continuous one, but the converse is not true.

For example, if we take Z generated by A = {a,a™!,a®}, 7 : A* — Z defined in the natural
way and put L = a* U (a~1)* U (a?)*, then L is rational and 7|y, is surjective. Let u,v € L be
such that d4(u,v) < 1.

If {ur,vr} = {—1,1}, then {u,v} = {a,a 1} and d(u(t),v(t)) <1, for all ¢ € [0, 00). If not,
we must have that (um)(vmr) > 0.

If um, v < 0, then it is obvious that d(u(t),v(t)) < 1, for all t € [0, 00).

If either um or v = 0, then we also have that d(u(t),v(t)) < 1, for all t € [0, ).

So, suppose that um,vm > 0. If u = a® and v = a¥? with k1, ko € N, then |k1 — k| < 2
and again d(u(t),v(t)) < 1, for all t € [0,00). Similarly, if u = (a?)* and v = (a?)*2, with
k1,ko € N, then d(u(t),v(t)) < 1, for all t € [0,00). If u = (a®)* and v = a*? with ki, ks € N,
then, |2k1 — ko| < 2 and letting ¢(x) = 2z, we have that d(u(t),v(4(t))) < 1. Similarly, if
u=a® and v = (a®)*2, we get the same with ¢(z) = %ac So, it is an asynchronous automatic
structure according to (7.3). However, in a discrete version of (7.3), for every C € N, if we
take u = (a?)“*! and v = a?“*+2, for every surjective, nondecreasing ¢ : N — N, we have that
d(u(C + 1),0(¢(C + 1)) > d(a®+2,a“*) = EH > & because ¢p(n) < n for all n € N,

Shapiro, in the last remark of [95], states that it is easy to see that the notion of equivalence
of automatic structures is indeed an equivalence relation. However, we couldn’t find immediate
to verify transitivity without using Lemma 7.1.4.

Let m: A* — G and 73 : B* — G be surjective homomorphisms. We define

Ny g =max({dp(1l,am) | a € A} U{da(1,bms) | b€ B}
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and it follows that

N dB(.ga h) < dA(gv h) < NA,BdB(g, h) (74)
AB

)

holds for all g, h € G.

Let L be an asynchronous automatic structure (according to (7.3)) for 7 : A* — G with
asynchronous fellow travel constant C. We start by proving that for every M > 0 and for
all words u,v € L, there is a surjective nondecreasing map ¢ : [0,00) — [0, 00) for which the

following holds:
d(um,vm) < M = d(u(t),v(¢(t))) < MC, (7.5)

for all t € [0, 00). We prove this by induction on M. If M = 1, this is clear by the fact that L is
an asynchronous automatic structure. Now, suppose that this holds for M < n and take words
u,v € L such that d(um,vm) = n+ 1. Then, there is some word w = wy - - w,+1 € A* such
that (uw)m = vw. Take w' € L such that w'm = (uwy - - - wy,)7w. We have that d(ur,w'r) <n
and d(w'm,vm) < 1. So, there are nondecreasing and sujective maps ¢1 and ¢o such that

d(u(t),w'(¢1(t)) <nC  and  d(w'(t),v(¢2(t))) < C, (7.6)
for all t € [0,00). It follows that

d(u(t), v(d2(61(1))) < d(u(t), w'(d1(1))) + d(w'(¢1(t)), v(d2(¢1(t))))
1C.

Now, we are ready to prove transitivity of the relation. Take asynchronous automatic
structures L1, Lo, L3, for m : A* = G, my : B* — G and 73 : C* — G, respectively, such that
Ly ~ Ly and Ly ~ Ls. Also, let C1, Cy be the asynchronous fellow traveler constants (according
to (7.3)) satisfied by L1 U Lo and Ly U Lg, respectively.

We will prove that L; U Lg is an asynchronous automatic structure for 7y : (AU C)* — G
defined naturally. Let u,v € Lj U L3 be such that dayc(umyg,vmy) < 1. We may suppose
w.l.o.g. that v € L1 and v € Ls, since, if © and v both belong to the same structure, then they
asynchronously fellow travel in the respective Cayley graphs, and so they do in I'gjuc(G). Let
w € Lg be such that wmy = vrs. We have that L; U Lo is an asynchronous automatic structure
and

daup(umi, wra) < Naup,avcdavc (umi, vms) < Naup,auc,

so, by (7.5), there is some surjective nondecreasing ¢; : [0,00) — [0, 00) such that

daup(u(t), w(¢1(t))) < CrNaup,auc,
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for all t € [0,00). Thus,
dave(u(t),w(é1(t))) < C1NAUp.auc

for all t € [0, 00).
Also, since Lo U L3 is an asynchronous automatic structure, we have that there is some
surjective nondecreasing ¢ : [0,00) — [0, 00) such that

dave (w(t),v(d2(t))) < Cs,

for all t € [0, 00). It follows that

dauc (u(t), v(¢2(d1(2)))) < davo(u(t), w(d1(1))) + davc(w(er(t))v(2(d1(1))))

< C1Niup aue + Co

holds for all ¢ € [0,00). Since ¢ o ¢ is surjective and nondecreasing, we are done.

7.2 Bounded Reduction Property

The purpose of this section is to explore the notion of bounded reduction for endomorphisms of
automatic groups. We will adapt the definition proposed in for hyperbolic groups (see Theorem
6.2.7) and propose a new one, establishing some relations between them.

Let G be an automatic group, A be a finite alphabet and © : A* — G be a surjective
homomorphism. Let L C A* be an automatic structure for 7 and ¢ € End(G). Whenever we
are able to, we will try to state the results as generally as possible, avoiding restrictions to the
class of automatic structures that the group admits.

Givenu € L, x € G, let 6% : {0,...,|u|} = G be the function that maps n to z(ul"x).

Given a homomorphism ¢ : G; — G2 between two automatic groups GG; and Go with
automatic structures Ly C A* and Lo C B* for m; : A* — G and w9y : B* — G, respectively, we
say that the BRP holds for (¢, L1, Lo) if there is some N > 0 such that

Haus (Tm(0%), Tm(057)) < N,

for all x € G, o € Ly and 8 € Ly such that 8wy = amp. Notice that this Hausdorff distance is
not well defined since it is not clear what metric it refers to. However, that distinction is not
relevant because of (7.4). We will also consider a synchronous version of the BRP. We say that
the synchronous BRP holds for (¢, L1, Ls) if there is some N > 0 such that

d ((03(n)e, 057 (n)) < N,

foralln e N,z € G, o € L1 and 8 € Ly such that fme = ame.
Now, we prove that these versions of the bounded reduction property are preserved when

we compose endomorphisms.
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Lemma 7.2.1. Let G1,G2 and G3 be automatic groups with automatic structures Ly C A7,
Ly C A3, and Lz C A3 for m,m and 73, respectively, and ¢1 : G1 — Gg and @3 : Go — G3 be
homomorphisms such that the (synchronous) BRP holds for (p1, L1, La) and the (synchronous)
BRP holds for (@2, La, Ls). Then the (synchronous) BRP holds for (p1p2, L1, Ls3).

Proof. First we deal with the BRP. Let x € G, a € L and v € L3 such that ym3 = amip1p2.
Let 8 € Ly such that fmy = amer and put Vi, = max{da,(1,ap2) | a € A2}. Since the BRP
holds for (¢1, L1, L2), there is some Nj > 0 for which

Haus (Im(&ﬁwl),lm(ﬁg‘pl)) < M.
This yields that
Haus (Im(&fmlgpg),Im(ﬁgw1 @2)) < NiV,.

Since Y3 = ampipa = Bmaps, by application of the BRP for (pg, Lo, L3), there is some Ny > 0
for which
Haus (Im(szlgog), Im(@fﬁ“’“"g)) < Ns.

Thus,
Haus (Im(@fygolcpg), Im(@,xysol(’”)) < ]\71‘/:)02 + Ny

and the BRP holds for (¢1¢2, L1, L3).

Now, we deal with the synchronous BRP. Let € G, a € L1 and v € L3 be such that
T3 = ampi1ps. Let B € Lo be such that fme = amip1, n € N and N; be the constant given by
the synchronous BRP for (p;, L;, Li+1) for i =1, 2.

We want to prove that da, (a[”]mgolcpg,v[”]mg) is bounded. Since the synchronous BRP
holds for (¢1, L1, L), we have that

da, (aPryor, BPm) < Ny

and so
dag (a1 0100, BT ma00) < N1V,

By application of the synchronous BRP for (g, Lo, L3), we obtain that
da, (B0, 7 M m3) < N

Hence, we have that
da, (10100, 9Mm3) < N1V, + No.

O]

We now see that the definition of equivalent automatic structures can be relaxed, which

will simplify some arguments.
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Lemma 7.2.2. Two automatic structures L1 and Lo are equivalent if and only if L1 U Lo has
the Hausdorff closeness property.

Proof. Let L1, Ly be automatic structures for m; : A* — G and m : B* — G. Clearly, if Ly
and Lo are equivalent, then Lj U Lo has the Hausdorff closeness property. Now, suppose that
L1 U Lo has the Hausdorff closeness property. We want to prove that L; and Ls are equivalent,
ie, L=L; ULy C (AU B)* is an asynchronous automatic structure for 73 : (AU B)* — G
defined naturally. Consider the boundedly asynchronous automatic structures L} C L; and
L) C Lo given by [42, Theorem 7.2.4]. We have that L) is equivalent to L and L is equivalent
to La, so we will prove that L} is equivalent to L) and that suffices by transitivity. To do so,
we will prove that L} U L} satisfies both conditions of Definition 7.1.1. Hausdorff closeness is
satisfied by hypothesis. We now prove the existence of a departure function for L} U L}. Let
p1, p2 be the (synchronous) fellow traveler constants satisfied by L; and Ls (and consequently
by L} and L), respectively, and Dy, Dy be departure functions for the structures (L}, ),
(L%, m2), respectively. Take D : Rf — RJ defined by

D(z) = max{D1(Na,aupz), Di(Np,aupx), D2(Na aupz), D2(Np aup®)},

for every x € R{". Let w € L} U L), r,s >0,¢ > D(r) and s+t < |w|. Suppose w.l.o.g. that
w € L}. Then

1
dAuB(w[S]W3,w[S+t]7T3) 2 7dA(w[s]7r1,w[s+t]7T1) Z Tr.
Na,auB

7.3 Quasiconvex subgroups

In this section, we will focus on endomorphisms whose image is L-quasiconvex. The main result
of the section proves that, in some sense, the synchronous BRP holds for endomorphisms with
finite kernel and L-quasiconvex image.

Gersten and Short proved in [46] that quasiconvex subgroups of automatic groups are
automatic and gave a structure for the subgroup. We will replicate their definitions and follow
the lines in their proof. Let L C A* be an automatic structure for 7 : A* = G and H be an
L-quasiconvex subgroup with constant k. Take a word w = ay ...ay, in L'(H) = LN w; ' (H).
Since H is quasiconvex, and wm; € H, we have that for every i € [n] there is some word g; € A*

. n
such that |g;|< k and wlilrgim € H. So, wm = [] (gi—1m1) " (asm1)(gim1), where go = gn = €.
=1
Hence, each element in H can be written as a product of elements of norm at most 2k + 1. We
take B to be the set of those words together with their inverses and let L”(H) be the set of
words in L'(H) rewritten as words in B*. Notice that every b € B represents an element of

H. When the quasiconvex subgroup H is clearly set, we usually write L' and L” instead of
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L'(H) and L"(H), respectively. We remark that this notation will be adopted throughout the
chapter, so, whenever we write L' or L”, we will always be referring to this construction and
will mostly be used when the subgroup is the image of an endomorphism.

We now present a technical lemma that will be very useful later on.

Lemma 7.3.1. Let G be an automatic group with automatic structure L for m: A* — G and
H be an L-quasiconvex subgroup with constant k and automatic structure L for mo : B* — H.
There is K € N such that, for all z,y € H,

< <K .
2%k + ldA('rvy) = dB('rvy) = dA(-iU,y)

Proof. Take K € N given by Lemma 7.1.2 applied to L and let z,y € H. By construction of
L", elements of B are words of length at most 2k + 1 in A*. So,

< .
2% + 1dA<m7y) = dB<x7y)

Take w to be an arbitrary representative of 2!y of minimal length in L. By (7.1), there
is K such that |w|< Kda(x,y). By construction of the rewriting process, there is a word
w' € L' C B* of length equal to |w| such that w'my = 2~ 1y. Hence,

dp(z,y) < [w'|= |w|< Kda(z,y).

Proposition 7.3.2. Let G be an automatic group with automatic structure L for m : A* = G
and H be an L-quasiconvexr subgroup with constant k. Let B be the canonical set of generators
of L" with mo : B* — H and 73 : (AU B)* — G, defined naturally. Then, there is some N € N
satisfying the following property:

for words u,v € L' UL" such that ds(ums,vmrs) < 1, the inequality
dA(U[n]ﬂ'g,U[n]Trg) <N
holds for all n € N.

Proof. By [46, Theorem 3.1], L” is an automatic structure for mo : B* — H defined by
bry = bmy. Let L = L' UL". Let K be given by Lemma 7.3.1, M and M” be the constants
given by the fellow traveler property of L and L”, respectively, and take u,v € L such that
da(ums,vmrs) < 1. If both u and v belong to L' C L they M-fellow travel in I'4(G) and if
u,v € L", then dp(ums,vmy) < K and so u and v (KM")-fellow travel in I'g(H). By Lemma
7.3.1, the result follows.
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So suppose w.l.o.g. that v € L' and v € L”. There is some word w € L” obtained by
rewriting v as a word in B*. Also, by construction, we have that

da(u 7y wMmy) <k, (7.7)

for all n € {0,...|u|}, where w is seen as a word in B*. In this sense, wl! is a word of
length at most 2k + 1 in A*. But then, w is a word in B* such that da(wms,vms) < 1, thus
dp(wme, vme) < K. We know that paths starting in the same point ending at bounded distance
fellow travel in I'g(H ). Hence, we have that

dg(wMmy, vy < KM
and so
da(w s, vMrs) < (2k + 1)dp(wMmy, vMmy) < (2% + 1) KM (7.8)
for all n € N. Combining (7.7) with (7.8), we get that
da(ulMms, oMrs) = dy(ulPry, oPlry) < 2k + DKM + K,

for all n € N. O

Let G1, G2 be automatic groups and L be an automatic structure for 7 : A* — G1. Consider
¢ : G1 — G4 to be a homomorphism. We say that L induces an automatic structure through ¢
if L is an automatic structure of G for mp. We call this the automatic structure induced by L
through ¢ and denote it by L) In particular, the existence of an induced structure implies
that Gy is automatic.

In the proof of the following lemma we will always specify how letters in A are read to
avoid confusion, since we are dealing with the same language read through different surjective

homomorphisms.

Lemma 7.3.3. Let G be an automatic group, L be an automatic structure for m : A* - G
and ¢ € End(G) be a virtually injective endomorphism of G. Then G/Ker(go) is automatic and

L is an automatic structure for wym, where m : G — G/Ker(go) denotes the projection onto the

quotient.

Proof. Let K denote Ker(¢). We have that G = (Am) and G/K = (Amm). Take M =
max{dar, (1,z) | x € K}. Since 71 and 7 are sujective, so is mym. We will now see that the
fellow traveler property holds. So, take two words u,v € L such that dax,r(umim, vmm) < 1.
Then, there is some a € AU {1} such that umm = (vmi7)(am ), which means, by definition of
7, that um p = (va)mp and so (um )~ !(va)m; € K. By definition of M, da, (um, (va)m) =
dam, (1, (umy) " (va)m) < M. So, there is some N given by the fellow traveler property for 7
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for L-words ending at distance at most M such that
dAm(u[n}m, v[”]ﬂ'l) <N

holds for all n € N and so
dpmyr (W, o) < N

holds for all n € N. O

Corollary 7.3.4. Let G be an automatic group and ¢ € End(G) be virtually injective. Then L

induces an automatic structure through .

Proof. Let ¢’ : G — G be the homomorphism obtained by restricting the codomain of ¢
to the image. Then ¢’ = 7@, where ¢ : G/Ker(go) — Gy is an isomorphism and so taking
an automatic structure L for m : A* — G, by Lemma 7.3.3, we have that L is an automatic
structure for m . O

We remark that the converse does not hold. To see that, it suffices to consider an endomor-
phism with finite image.

Theorem 7.3.5. Let G1 and G2 be automatic groups with automatic structures L1 and Lo for
m : A* — Gy and w3 : B* — G, respectively. Let ¢ : G1 — Go be a homomorphism such that
Gy is La-quasiconvex and suppose that L1 induces an automatic structure through ¢. Then
Lg‘p) and Ly(Gro) are (synchronous) equivalent if and only if the (synchronous) BRP holds for

(¢, L1, La).

Proof. Let C be the standard set of generators of Lf.

Asynchronous case. Suppose that ng) and L4 are equivalent and put L = Lg‘p) ULY. Then L

is an asynchronous automatic structure for 73 : (AUC)* — G1¢. Take p to be the asynchronous
fellow travel constant satisfied by L and ¢ to be the quasiconvexity constant.

Let o € L1, x € Gy, and 8 € Ly be such that fme = amip, k € {0,...,|a|} and y = (0Z(k))ep.
Take N € N given by Proposition 7.3.2 and ' € L} such that 3'm3 = amip. By Proposition
7.3.2, we have that

dp(8"my, ' 3) < N

holds for all n € N. By hypothesis, we have that a, when read in Lg‘p), asynchronously p-fellow

travels 8" in T' 4 o (G1p). Let ¢, be the reparametrisation functions for o and 5" and take t € N
such that ¢(t) = k. This way, we have that y = (zal®®)!™)p. By construction, elements of C' are
words of length at most 2¢+1 in B*. Hence, putting A = max({2¢+1}U{dp(1,am¢) | a € A}),



118 Automatic groups

we have that

dy (3. 1m(0%)) < di (3,20 (80)ry))
< d (ap (a*Ohmy) i (BT Omy) )
+dg (wp (8Ol wp (84O)my))
< M (aOlmyp, ¥ O) + N
<M+ N

Now, let & € {0, ... |8}, z = 037 (k') and k" such that 1(k") = k’. This way, z = zo(BPE N my).
We have that

dp (2, Im(02¢)) < dis (2,36 (al?*lmy o))

<dg (Z, 2 (ﬁf[ww")]m)) +dg (w (gw"nm) Lz (aw(k”)}m@))
d (ﬂ[w(kz“)}m) Lz (5/[7/1(16”)]@))
+ Mauc (w (Bfwck"nm) 2 (a[as(k”)]mo))

It follows that
Haus (Im(ﬁﬁgp), Im(ﬁ?p)) < N + Mp.

Now, suppose that L1 C A* and Ly C B* are such that there is some K € N satisfying the
following condition: for all a € L1, z € GG, we have that

Haus (Tm(0%), Tm(057)) < K,

for every 8 € Lo such that fme = amjp. We want to check that ng)

view of Lemma 7.2.2, it suffices to see that ng) U Lj has the Hausdorff closeness property.

Consider two words w1, wy € LV) U LY, whose images under the map 73 are at distance at

and L} are equivalent. In

most one apart in I' quc(G1¢).

()

If wy,we € Llw or wy,wy € LY, then their Hausdorff distance is bounded by the synchronous

fellow traveler constant of ng or L, respectively. So, suppose w.l.o.g. that w; € ng) and
wy € L. Take wh € LY such that wime = wime and w) € Ly C Ly such that wj is obtained

by rewriting wh in C*. By hypothesis, we have that
Haus (Im(@}ulap),lm(ﬁié)) <K.

Also, by construction, dB(w;I[n]ﬂ'Q,w;[n]ﬂ'g) < g, for all n € N, thus w; and w4 are (K + q)-

Hausdorff close in I'g(G2). By Lemma 7.3.1, it follow that they are Hausdorff close in I'c(G1 ).
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Since wfy and ws are two words in Lj ending at distance at most one apart, they fellow travel
in To(G1e). So, wi and we are Hausdorff close in I'c(G1p) and thus in T g4uc(G1e).

(¥)

Hence, L;”’ and L} are equivalent.

Synchronous case. Suppose that ngo) and LY are synchronous equivalent and put L =

Lg‘p) U Ljy. Then L is an automatic structure for 73 : (AU C)* — Gi. Take p to be the
synchronous fellow travel constant satisfied by L and ¢ to be the quasiconvexity constant.

Let o € Ly and 8 € Ly be such that e = amip and n € N. We want to prove that
dB(a[”]mgo, ﬁ[n]m) is bounded.

Take N € N given by Proposition 7.3.2 and 3’ € L obtained by rewriting § in C*. Then,
by construction, we have that
dp(8"ms, B m2) < q.
By hypothesis, we have that «, when read in Lg‘p), synchronously p-fellow travels 8’ in
FAUC(Gl‘p)’ S0
davc (el myp, BMrs) < p.

Hence, putting A = max({2¢ + 1} U{dp(1,amy) | a € A}), we have that
dp(almip, B ms) < Ap.

Thus,
dp(alryp, fMmy) < g+ Ap.

To prove the converse, suppose that the synchronous BRP holds for (¢, L1, L) with
constant K. We want to prove that L = Lg‘p) U L is an automatic structure for G with the
homomorphism 73 : (AU C)* — Gy defined in the natural way. Take words «, 5 € L such
that dauc (s, Bm3) < 1. If both o and B belong to either L{¥) or LY, then they fellow travel
in I'4(G1¢) or 'c(G1), respectively and so they do in I' 4uc(G1¢). So suppose w.l.o.g. that
a € Lg‘p) and 8 € LY. Take 4" € LY such that y"m3 = ars and 7/ € L, C Ly such that v is
obtained by rewriting 7/ in C*. For every n € N, we have that

dB(Oé[n]ﬂ';g,’}/[n}ﬂ'g) = dB(a["}m@,y’[”]m) <K,
by hypothesis. Also, by construction, we have that
(", 7" Mrs) < g,
for all n € N. Applying (7.4), we have that

davc(aWmy, v"Mrs) < dg(allrs, 4" Mry) < Nap(g + K)
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and since 7’ and 8 are words in L} ending at bounded distance, they synchronously fellow
travel in I'c(G1¢p) and so, they do in I'4yc(G1¢) and the result follows. a

Corollary 7.3.6. Let G be an automatic group with automatic structures Ly and Lo for m :
A* — G and o : B* — G respectively, and consider the identity mapping v : (G, L1) — (G, Lo).
Then Ly and Lo are (synchronous) equivalent if and only if the (synchronous) BRP holds for
(¢, L1, Lo). In particular, if G is hyperbolic, then the BRP holds for (i, L1, Lo).

Corollary 7.3.7. Let G be an automatic group with automatic structure L for mi : A* - G
and ¢ € End(G) be an endomorphism inducing an automatic structure L'?) on Ge. Then the
(synchronous) BRP holds for (¢', L, L'¥)), where ¢ : G — Gy is the homomorphism obtained

by restricting the codomain of ¢ to the image.

Combining Corollary 7.3.6 with Lemma 7.2.1, we get that, if G is hyperbolic, then the BRP
is independent of the structures considered, since we can compose with the identity mapping
on the left (resp. right) to change the structure considered in the domain (resp. codomain)
and the BRP will be preserved. Also, if G is an automatic group with automatic structure L
for m : A* — G and ¢ € End(G) is an endomorphism with L-quasiconvex image such that L
induces an automatic structure through ¢, then the BRP holds for (¢, L, L) if and only if L®)
equivalent to L”. In particular, if the image is hyperbolic then the BRP must hold for (¢, L, L).
This yields the already known result that if G is a hyperbolic group and ¢ € End(G) is virtually
injective and has quasiconvex image, i.e., a quasi-isometric embedding, then the BRP holds
for ¢ (Proposition 6.2.3). Finally, we can generalize this by proving that in some sense, the
synchronous BRP always holds for virtually injective endomorphisms with quasiconvex image.

Theorem 7.3.8. Let G be an automatic group with an automatic stucture L for m : A* - G
and ¢ be a virtually injective endomorphism with L-quasiconvex image. Then there is some
automatic structure L such that the synchronous BRP holds for (¢, L, L).

Proof. Let g be the quasiconvexity constant, K be given by Lemma 7.3.1, put V, =
max{da(l,ap) | a € A} and M = max{da(1l,9) | g € Ker(p)}. Consider L"” = L"(Gyp),
which is an automatic structure for my : B* — Gp. Put

S:B'ﬂ'QZ{bTFQ’beB}.

1

We fix a total ordering of A. For every s € S, s~ is finite and we denote the shortlex minimal

word in A* that represents an element in s@~! by §,-1. Let
C= {5@—1 | s € S},

which is finite since S is finite. Notice that it might be the case where ¢ € S. Also, let
Ne = max{da(1l,cm) | c € C} and

Lxer ={g € A" | g € Ker(p)},
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which is obviously finite. Now, we will define a language L on (AU C)* and prove that it
defines an automatic structure for 73 : (AU C)* — G defined by wms = wmy, where letters in
C are viewed as words in A*, such that L(¥) is synchronous equivalent to L”. Take a word
w = wiwsy---w, € L” and put z; = w;m, for i = 1,...,n. Consider all words of the form
T1p-1- Tny12 € (AUC), where z € Lger. So, each word is rewritten in [Ker(p)| different
ways and let L be the language of the words obtained by rewriting all words in L”. We will
prove that:

1. L is rational;

2. m3|; is a surjective homomorphism;

3. L satisfies the fellow traveler property;
4. L) and L" are synchronous equivalent.

To prove 1, let A” = (Q, qo,T,0) be a finite state automaton recognizing L”. Then we
replace every transition labelled by b € B by a transition labelled (17/7\72/) p— Then we add a
new terminal state gr and for each terminal state ¢ € T, add paths from ¢ to ¢ labelled by all
words in Lier. The language accepted by the new automaton is precisely L.

To prove 2, let g € G and take a word w = wy ---w, € L” representing gp. Put z; = w;mo,
for i =1,...,n and consider the word w’ = Z1,-1---Zp,-1 € C*. Then, by definition of 2,1
and since ¢ is a homomorphism, we have that w’ represents (via 73) an element ¢’ € G such
that ¢'¢ = g, i.e., there is some k € Ker(¢) such that ¢ = ¢’k. By construction of L, w'k € L
and it represents g when read through 73. Since g is arbitrary, we have that 73|; is a surjective
homomorphism.

To prove 3, take two words u,v € L such that d,c(ums, vms) < 1. Then, by construction
u = ucuy and v = vovg where ug,vo € C* and ug,v4 € Liger.

Let u”,v"” € L be words from which u, v are obtained through rewriting.

dp(u"m9,v"ma) = dp(umzp, v3e)
< Kda(ursp, vmsp)
< KV,da(ums, vms)
< KV,Ncdauc(ums, vms)
< KV,Nc.

Since L” is an automatic structure, there is some N depending only on K, V,,, N¢ such that

u" =wuy -+ u, and v’ = vy ---vgs N-fellow travel in ['g(Gyp). Take

P =max{da(1,9) | g € G,da(1,9¢) < (2¢ +1)N},

which is well defined since the kernel is finite. We now claim that uc and ve (P + M)-fellow
travel in 'y uc(G). Indeed, let n € N. For ¢ > r, put w; = € and for ¢ > s, put v; = . Then, by
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Lemma 7.3.1, we have that

da (((U17T2)¢—1 a (Unﬂ2)¢—1> T3P, ((’1)1/\7;2/)50—1 a (;n\/ﬂz)go—l) 7T3<P>

S(Qq +1)dp (((UIWQ)@—I cee (unm)@q) T30, ((Ulﬂ'g)@q e (Unﬂ'g)@q) 7T3(p)
=(2¢ + 1)dp ("m0 "1y

<(2¢ + 1)N.

Thus, there are letters ay,...,ar € A for some k < (2¢g + 1)N such that

~——

(i

(U17T2)¥,71 (un@)@1> map(ay - a)my = <(U17T2)¥,1 (Unﬂ2)¢1> T3P

and (ay - --ag)m3 € Gp. Since k < (2¢ + 1)N, then (aj - - - ax)7w3 = amsgp, for some o € A* such
that

la|< P. (7.9)

Hence,

(s )y s ) ((ormads - (onma) s ) s € Ken(,

SO

da (((u?@)w1 . (Z}Q)Wa) s, ((UTWQ/)W .--(vam)w) 7r3> <M  (7.10)

Using (7.9) and (7.10), we get that

da (((Ulﬂ'Z)wl o (unmr2) -1

o (5 )
|

(v1m2),,
< (((myes (nm)y ) mo, (wrme)pos - ()10 ) )

+da (((UIWQ)SD—I T (Un7r2)¢—104) 3, <(U17T2)¢—1 o (Un7T2)¢—1> 7F3>
<da(l,ams) + M
< |a|+M
<P+ M.
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Therefore,

dave(ud vg)

= dauc (((UIWQ)(p—l e (un772)so—l) 3, ((1)1/\7;2/)¢—1 (;n;;)@—l) 7T3>

< da (({urmyos (o) pos ) ma. ((orma)os - (o) ) ma)

<P+ M.

It follows that w and v (P + 3M)-fellow travel because |u4|, |va|< M.

Now, 4 is essentially obvious by construction. Consider L(¥) U L” and define 74 : (AU
C U B)* — Gy naturally. Take words u,v € L) U L” such that d,cup(umy,vry) < 1. If
they both belong to L) or L”, then they fellow travel in T 4,0 (Gy) or T'g(Gyp), respectively
and so, they do in T'aucun(Ge). So, suppose w.l.o.g that u € L(¥) and v € L” and consider
the factorization v = ucua as done above. Then ury = ungp = ucmy since uamy € Ker(yp).
Consider the word u” € L” from which u is obtained through rewriting. Since u” and v fellow
travel in I'p(Gyp), so do uc (when read through m3¢) and v. Since |u4|< M, then u and v
fellow travel in I'g(G), and so they do in I'aucup(Gy).

These four points, combined with Theorem 7.3.5, yield the desired result. O

7.4 Some applications

The goal of this section is to apply the techniques developed in the previous sections in order
to prove quasiconvexity of interesting subgroups defined by endomorphisms.

Let A, B be finite alphabets. Take the alphabet
C=(AxB)U(Ax{$})U({$}uB)

and define the convolution of two words u € A*,v € B* as the only word in C* whose projection
on the first (resp. second) component belongs to u$* (resp. v$*). The convolution can be
defined naturally for languages K C A* and L C B* by taking

KoL={uov|ueK,velL}

We start by defining a natural structure on the direct product of two automatic groups.

Proposition 7.4.1. Let G1 and G2 be automatic groups and take automatic structures Ly for
w1 A* — G1 and Ly for mo : B* — G5. Then Ly © Lo is an automatic structure for G1 X Gs.
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Proof. We start by proving that L ¢ Lo is a rational language of C*. Define the obvious
projection-like homomorphisms p; : C* — A* and ps : C* — B*. We have that

Ao B* = (Ax B)*((Ax {$})"U({$} x B)")
and so it is rational. Since
Lio Ly = Lip; ' N Lapy ' N (A% o BY),

it is also rational. Now, define w3 : C* — G1 x Ga by (z,y) — (x7y,ym) if (z,y) € A x B,
(,%) — (zm,1) and ($,y) — (1,yme). It is clearly surjective and m3|1,0r, is still surjective.
We only have to check that the fellow traveler property holds. So, take words z = uj ¢
v; and y = ug © vy in Ly ¢ Ly such that do(zms,yms) < 1. Notice that do(xms,yms) =
max{da(uim, uom), dp(vima, vame)} and so there is some r > 0 such that u, us r-fellow travel
in I'4(G1) and vy, ve r-fellow travel in I'g(G2). Let n € N. We have that

dc(:v[”]m,y[”]m) = max{dA(u[ln]m,u[2n]7r1),dB(vgn]Wg,vgn]m)} <r.

O]

Proposition 7.4.2. Let G be an automatic group with automatic structures L1 and Lo for
w1 AY — G and w1 B* — G, respectively. Consider an endomorphism ¢ : G — G such that
Ly induces an automatic structure on G and the BRP holds for (¢, L1, L2). Then, Ker(p) is
isomorphic to a (L1 ong))-quasiconvex subgroup of G x Gy . In particular, Ker(p) is automatic.

Proof. We start by showing that we can assume that Lo N 17, ' = {¢}. If the BRP holds
for (¢, L1, L), then it holds for (p, L1, L), where L) C Ly is an automatic structure with
uniqueness. If we replace the unique representative of 1 in L}, by €, we obtain a new automatic
structure L3 equivalent to L, and so, by Corollary 7.3.6, the BRP holds for (¢, L1, L3).

Let N € N be the constant given by the BRP. Since L; induces an automatic structure
on G, by Proposition 7.4.1, we have that G x Gy is an automatic group and Lj ¢ Lg‘ﬂ) is an

automatic structure of G x Gy. Now, put H = {(z,z¢) | z € G} < G x Gp. We have that
Ker(¢) ~ {(z,zp) | z € Ker(p)} = (G x {1}) N H.

Now we will prove that both H and G x {1} are (L4 OL§¢))-quaSiCOHVGX subgroups of G x Gp. It
is obvious by construction that H is (L; OLSW))-quasiconvex. Indeed, take a word uov € Ly oLgSa)
representing (z, zy) for some x € G. We have that umip = z¢ = vm e and so v and v fellow

travel in I'4(Gy), reading through m . Thus,
d ((u["]m,v[n}mcp), H) <d ((u["}m, o), (ulMa, u["}m(p)) ,

which is bounded by the fellow traveler constant satisfied by ng.
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Also, to prove that G x {1} is (L1 ong))—quasiconvex with constant N, observe that, taking
aword uov € Lo Lg“D) representing an element in G x {1}, we have that v must be a word in
L; such that vm; € Ker(p). The path defined by v in I' 4 (G¢) where letters are read through
T is at a Hausdorff distance smaller than N from {1}, i.e., dp(1,v[™m ) < N, because ¢ is
the only representative of 1 in Lo and the BRP holds for (¢, L1, La). Thus, every point of the
path defined by uov € Ly ¢ Lg‘p) is of the form (g, h), where g € G and dp(1,h) < N. Letting
M =max{da(l,z) | x € Gy, dp(1,x2) < N}, where letters of A are read through 7, we have
that G x {1} is (L ¢ L(l(p))—quasiconvex with quasiconvexity M.

Since both subgroups are (Lq ¢ Lg@))-quasiconvex, they are (Lq ¢ Lg@)—rational and so their

intersection is also (Lg ¢ ng)—rational, thus (L1 © Lg‘p))—quasiconvex. O

Proposition 7.4.3. Let G be an automatic group with automatic structures L1 and Lo for
m : A" — G and m : B* — G, respectively and consider an endomorphism ¢ € End(G)
such that the synchronous BRP holds for (¢, L1, L2). Then L induces an automatic structure
through .

Proof. Let N be the constant given by the synchronous BRP for (¢, L1, L), Vi, = max{dp(1, ap) |
a € A} and K be the fellow traveler constant satisfied by words in Ly ending at distance at
most V,,. The only thing we need to check is that Lg‘p) satisfies the fellow traveler property. So
let u,v € L1 be such that da(um e, vmip) < 1. Let v/,v" € Ly be such that v/ = umr@ and
v'me = vm1p. Since the synchronous BRP holds for (¢, L1, La), we have that, for all n € N,

dB(u["]mgo,u’[”]m) <N and dB(v[“}mcp,v’[”}m) < N.

Also, we have dp(u'my, v'my) <V, thus v’ and v K-fellow travel in I'g(G). So, for every n € N,
we have that

dB(u["]mcp, ’U[n]ﬂlcp) < dB(u[”}mcp,u’[”]m) + dB(u,[n]Wg,’Ul[n}ﬂg)
+ dp(v'" 7y, v )
<2N+ K

and so, letting M = max{da(1,z) | x € Gy, dp(1,z) < 2N + K}, where letters in A are read
through w1, we have that L%O) satisfies the M-fellow traveler property. ]

Remark 7.4.4. The last two propositions combined show that having the synchronous BRP for
any pair of languages L1 and Lo is enough to have an automatic, thus finitely presented, kernel.
Indeed, if the synchronous BRP holds for (¢, L1, La), then it holds for (¢, L1, L) where LY is an
automatic structure with uniqueness by Corollary 7.3.6. If we replace the unique representative
of 1 in L} by e, we obtain a new automatic structure Ls such that the synchronous BRP holds
for (p, L1, L3). Now, ¢, L1 and L3 satisfy the hypothesis of Proposition 7.4.2. This immediately
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shows that this is a very strong condition to impose on a general endomorphism. For example,
in the case of virtually free groups, having finitely generated kernel implies that either the kernel
or the image is finite.

We will prove something similar for fixed points with the additional hypothesis that L; and
Lo belong to the same synchronous equivalence class, which seems a strong condition to impose.

Proposition 7.4.5. Let Gy and Go be automatic groups with automatic structures Ly and Lo
for m : A* = G and w1 B* — G4, respectively. Let v, : G1 — Go be homomorphisms such
that the synchronous BRP holds for (¢, L1, La) and (v, L1, La). Let 0 : G1 — G2 x Go be the
homomorphism defined by x — (xp, ). Then the synchronous BRP holds for (6, L1, Ly ¢ Ls).

Proof. Let N7 and Ny be the constants given by the synchronous BRP holding for (¢, L1, L)
and (¢, L1, Lg), respectively, take N = max{Ny, N2}, and put, as usual, C' = (B x B) U (B x
{$}))U({$}UB) and 73 : C* — G2 x G3. Let x € G4, u € Ly representing x and vow € Lo Lo
representing (zg, z1). Since the synchronous BRP holds for (p, L1, L2) and (¢, L1, Lg), we
have that, for all n € N,

dp(uMmp,vMm) < N

and
dB(u["]m@b,w[”]m) < N.
Thus,
A0, (v o w) " 7ry) = max{dg (T, VM), dp(um v, wWMr)} < N
and the synchronous BRP holds for (0, L1, Ly ¢ L3). O

Example 7.4.6. The fact that the BRP is synchronous for both homomorphisms is crucial
to the proof above. Indeed, consider Z with the structure L given by the geodesics and let
0 : Z — 7 x Z defined by a + (a,a?). Then, the image is not (L ¢ L)-quasiconvex (and so
the BRP does not hold for (¢, L, L ¢ L)) despite being of the form = — (zp, z1), where the
synchronous BRP holds for (¢, L, L) and the BRP holds for (¢, L, L).

Corollary 7.4.7. Let G1 and G2 be automatic groups with automatic structures L1 and Lo for
m : A* — G1 and o : B — G, respectively. Let o, : G1 — Go be homomorphisms such that
the synchronous BRP holds for (¢, L1, L) and (¥, L1, La). Then Eq(p,v¥) ={z € Gy | z¢p =
x} is isomorphic to a (Lo © Lo)-quasiconver subgroup of Go X Ga. In particular, Eq(p, ) is

automatic.

Proof. It is obvious that the diagonal subgroup A = {(z,z) € Gy X G2 : © € G2} is an
(Lo ¢ Ly)-quasiconvex subgroup of G2 x G3. The subgroup H = {(zp,z)) | z € G1} is also
(Lo ¢ Lo)-quasiconvex since it is the image of the homomorphism in Proposition 7.4.5, for which
the (synchronous) BRP holds. Since Eq(¢) ~ A N H, the result follows. O
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Corollary 7.4.8. Let G be an automatic group with synchronous equivalent automatic structures
Ly and Lo for my : A* — G and w3 : B* — G, respectively. Let o be an endomorphism such that
the synchronous BRP holds for (¢, L1, La). Then Fix(p) is isomorphic to a (L2¢ La)-quasiconver
subgroup of G x G. In particular, Fix(p) is automatic. O

In view of Corollary 7.3.6, the hypothesis needed to apply Corollary 7.4.8 is equivalent
to the existence of some automatic structure L such that the synchronous BRP holds for
(¢, L, L). This seems to be quite strong since it requires the endomorphism to distort points
only a bounded amount, in some sense. We will now prove that for biautomatic groups, inner
automorphisms satisfy this property for any biautomatic structure and see what happens in
case the group is free and L is the structure given by the geodesics.

Proposition 7.4.9. Let G be a biautomatic group, L be a biautomatic structure for m: A* — G
and ¢ € Inn(G) be an inner automorphism of G. Then, the synchronous BRP holds for

(p,L,L).

Proof. For a € A, let A, be the inner automorphism given by x — axa™'. We will see that, for
every a € A, the synchronous BRP holds for (A,, L, L) and the result will follow by Lemma
72.1. Let a € A, w € L, N be given by the fellow traveler property for paths in I'4(G)
labelled by words in L starting and ending at distance at most one and take w’ € L such
that w'm = a(wr)a~'. Consider the paths a starting in 1 labelled by w and j starting in a~!
labelled by w’. They start and end at distance at most 1 (it is exactly one if am # 1), thus they

N-fellow travel in I'4(G). This means that for all n € N,
da (a_l(w'[”]ﬁ),w["]w> <N,
and so
da (’U}/[n}ﬂ, a(w[”]ﬂ)) <N,

then having
da (w’[”]w,w[”]mp) =dy (w’["]ﬂ,a(w[”]w)a_l) <N +1.

O]

Even though the hypothesis of Corollary 7.4.8 are strong, it yields an alternative proof to
[46, Proposition 4.3].

Corollary 7.4.10. The centralizer of a finite subset of a biautomatic group is biautomatic.

Proof. The centralizer of an element is the fixed subgroup of the inner automorphism defined by
that element. Since, by Proposition 7.4.9, inner automorphisms of biautomatic groups satisfy
the synchronous BRP for (¢, L, L), where L is a biautomatic structure, then we can apply
Corollary 7.4.8 to get that the centralizer is quasiconvex (and thus, biautomatic). Now, the cen-

tralizer of a finite subset is a finite intersection of quasiconvex subgroups, and so quasiconvex. [J



128 Automatic groups

We now prove that in the case of free groups, not many endomorphisms besides the inner
automorphisms satisfy the hypothesis of Corollary 7.4.8.

Given a free group with basis X, we call letter permutation automorphism (relatively to the
basis X') to an automorphism that permutes the elements of X.

Proposition 7.4.11. For a free group F' = Fj, the endomorphisms ¢ for which the synchronous
BRP holds for (¢, Geoa(F'), Geoa(F)) are precisely the automorphisms in the subgroup generated
by the inner and the letter permutation automorphisms.

Proof. Let A be a finite alphabet, F' = F'4 be the free group over A and let H be the subgroup
of Aut(F) generated by the inner and the letter permutation automorphisms. For u € F', we
will denote by A, the inner automorphism defined by z + uzu=".

It is obvious that the synchronous BRP holds for automorphisms consisting of permutations
of letters with constant 0 and Proposition 7.4.9 shows that it also holds for inner automorphisms,
since Geo(F') is a biautomatic structure of F'. By Lemma 7.2.1, if ¢ belongs to H, then the
synchronous BRP holds for (¢, Geoa(F'), Geo(F)).

Now, we will prove the converse. Let ¢ € End(F') be an endomorphism and let a € A.
Suppose that the cyclically reduced core of ap has length greater than 1. We have that
la™|—n > n, and so, letting w be a reduced word representing a”, it follows that d 4 (w!™, ay)
is unbounded, thus the synchronous BRP cannot hold for (¢, Geos(F), Geoa(F')). So, if the
synchronous BRP holds for (¢, Geoa(F'),Geoa(F)), then the image of a letter z is of the form
wwymﬂu};1 for some w, € F, y, € A.

If, for every x € A, w, is trivial, then the endomorphism is induced by a permutation
of the generators. Notice that, in this case, we must have that y, # y, for all z,z € A
with 2 # z, because otherwise we would have that (2”2 ")¢ = 1 and d((z"z"")"g, 1) =
d(z"p,1) = d(y2},1) = n, which is unbounded and so the synchronous BRP cannot hold for
(p,Geoa(F),Geoa(F)).

So suppose that there is some = € A such that w, # . Let z € A be such that |w,|=
max{|w,||a € A}. If there is some = € A such that w, # € and w; is not a prefix of w;, then
the cyclically reduced core of (2z)¢ = w,y,w; 'w,y,w; ' has length greater than 3. Thus,

|(z2)™p|= |(woy.w  w,y,wy H)™> 3n

and so, letting w be a geodesic representing (zz)"¢, we have that d4((zz)"¢, w2 is unbounded.
So, if the synchronous BRP holds for (¢, Geoa(F'),Geoa(F)), then for every z € A, w, is a
prefix of w, (it might be the case where w, = ¢).

We now proceed by induction on m = max{|w,||a € A}. If m = 0, then we are done.
Suppose now that for an endomorphism ¢ such that m < n, if the synchronous BRP holds for
(¢,Geoa(F),Geoa(F)), then ¢ belongs to H. Take ¢ such that max{|w,||a € A} =n+1, fix
z € A such that |w,|=mn+ 1 and let b be the first letter in w,.

Suppose that there is some x € A such that w, = e. In this case, if y, # b~',b, then
(zx)¢ = w,y,w; 'y, is cyclically irreducible and has length greater than 3, thus the same
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argument as above shows that the synchronous BRP cannot hold for ¢. This means that
every © € A having w, = ¢ must be such that y, = b~! or y, = b. Obviously, we have

—1
T

that ¢ = (cp)\b_l))\b. The image of a letter  through goz\b_l is equal to vyy, v, ", where v, is
just w, without the first letter (might be empty), if |w.|# €, and it is equal to b or b1 if
2@ = b or xzp = b~!, respectively. In view of Lemma 7.2.1 and Proposition 7.4.9, the syn-
chronous BRP holds for ¢ if and only if it holds for gp)\b_l. Applying the induction hypothesis

to 4,0)\;1, we get that if the synchronous BRP holds for gp)\gl, then gp)\gl € H and so does . [

In [46], Gersten and Short give an example of an automorphism of a biautomatic group
whose fixed subgroup is not finitely generated: letting G = F> X Z, the automorphism ¢ of G
given by (a,0) — (a,0), b+~ (b,1) and (0,1) — (0, 1) has fixed subgroup N x Z, where N is the
normal closure of a in F5 . Thus the fixed subgroup of ¢ is not finitely generated. In Theorem
7.3.8, it is proved that, given an automorphism ¢, there are structures L; and Ls such that
the synchronous BRP holds for (¢, L1, Ly). However, L; and Ls might not be synchronous
equivalent, as this example shows.

7.5 Classification of endomorphisms

In the previous chapter, we considered the properties of having quasiconvex image, satisfying the
BRP, being uniformly continuous for a visual metric and being virtually injective and obtained
implications between them and gave counterexamples for the ones that do not hold for nontrivial
endomorphisms of hyperbolic groups. As seen above, in hyperbolic groups, quasiconvexity
and the BRP are independent of the automatic structures. When the synchronous BRP is
considered or the class of groups is expanded to the whole class of automatic groups, this is not
the case. When we simply say that the (synchronous) BRP holds for an endomorphism, we
mean that it holds for some pair of structures L; and Lo and having quasiconvex image will
mean that there is some automatic structure L such that the image of the endomorphism is

L-quasiconvex. We will consider in detail the cases of automatic groups.

It is proved in Theorem 7.3.8 that the synchronous BRP holds for a virtually injective
endomorphism with quasiconvex image. The facts that the synchronous BRP implies the BRP
and that the BRP implies quasiconvex image are obvious. We know from the hyperbolic case
that every region except the region between the BRP and the synchronous BRP is nonempty.
We ignore if this new region is empty or not for automatic groups. So we have the following
figure:
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Figure 7.1 Nontrivial endomorphisms of automatic groups



Chapter 8

Direct products of free groups

Now, we will study the dynamics of endomorphisms of direct products of free groups of the
form Z™ x F,, and F,, X F,,.

Free-abelian times free groups are of the form Z™ x F;, and we consider them endowed with
the product metric d given by taking the prefix metric d’ in each (free) component, i.e., for
a,beZ™ and u,v € Iy,

d((a,u), (b,v)) = max{d'(a1,b1),...,d (am,bm),d (u,v)},

where a; and b; denote the i-th component of a and b, respectively. This metric is an ultrametric
and Zm x F, is homeomorphic to Z™ x F, by uniqueness of the completion ([104, Theorem
24.4]).

When seen as a CAT(0) cube complex, or alternatively, as a median algebra, this coincides
with the Roller compactification (see [15, 29, 43, 44, 91]). Indeed, the Roller boundary and the
Gromov boundary coincide in the free group and the behavior of the Roller compactification
when taking direct products is the same as the one of the completion of metric spaces, i.e.,
denoting by X the Roller compactification of X, we have that

X = X1 X .o X X

s

Il
—

(2

Obviously, when we consider free times free groups, F, X F,,, endowed with the product
metric given by taking the prefix metric in each component and take the completion, we also
obtain the Roller compactification of Fj, x F,.

8.1 Free-abelian times free groups

In this section we will deal with free-abelian times free groups, so groups of the form Z™ x F,,.
Each direct factor is a free group: there are m free groups of rank 1 and one of rank n. A very
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important tool for us is the classification of endomorphisms of Z" x F,, obtained in [36]: for
G =7" x F,, with n # 1, all endomorphisms of G are of one of the following forms:

(I) Yo q,p = (a,u) = (aQ +uP,u®), where & € End(F,), Q € M, (Z), and P € My xm(Z).

(II) V. on0pr = (a,u) — (aQ + uP, Z“ETJF“hT), where 1 # z € F, is not a proper power,
Q€ Mun(Z), Pe Mpxm(Z),0# € Z™, and h € Z",

where u € Z™ denotes the abelianization of the word u € F,.
We will refer to endomorphisms of the form (I) (resp. (II)) as type I (resp. type II)
endomorphisms.

8.1.1 Uniform continuity of endomorphisms

We will focus on the dynamical study of the continuous extension of an endomorphism to the
completion, when it exists, i.e., when the endomorphism is uniformly continuous with respect
to the metric d. Hence, it makes sense to start by obtaining conditions for an endomorphism of
a free-abelian group to be uniformly continuous. Whenever the metric is not mentioned, we
assume that it is the product metric given by taking the prefix metric in each direct factor. We
present a proof of the following trivial lemma for sake of completeness.

Lemma 8.1.1. Consider groups G; endowed with metrics d;, fori =1,2,3,4. Let p1 : G1 — G35
and s : Go = G4 be homomorphisms of groups. The homomorphism ¢ : G1 X Go — G3 X G4
given by (x,y)e = (zp1,yp2) is uniformly continuous with respect to the product metrics d
and d' if and only if o1 is uniformly continuous with respect to di and d3 and g is uniformly
continuous with respect to do and dy.

Proof. Consider the homomorphism ¢ : G; X G2 — G3 x G4 given by (z,y)p = (xp1,yp2) and
suppose that it is uniformly continuous with respect to the product metrics d and d’. Let € > 0
and take § such that for every (x1,22), (y1,y2) € G1 X G2 such that d((z1,z2), (y1,¥2)) < 9,
we have that d'((z1¢1, 22¢2), (111, Y202)) < €. We know that for every x1,31 € G1 such that
di(z1,y1) < § we have ds(z101,y101) < €, since d((x1,1), (y1,1)) = di(z1,y1) < 0 and so

ds(z101, y1901) = d' ((z1901, Lp2), (Y1901, 1p2)) < €.

The case of o is analogous.

Conversely, if both 1, o are uniformly continuous, then taking ¢ > 0, there are ¢; such
that for every x,y € G; such that d;(x,y) < d;, we have d;r2(xp;, yp;) < e, for i = 1,2. Taking
0 = min ¢;, we know that for every (x1,y1), (x2,y2) € Gy X Gg such that d((x1,x2), (y1,y2)) <9,
then di(z1,y1) < § < 61 and da(w2,y2) < § < O, thus diye(xp;, yp;) < € and

d'((z1, m2)e, (Y1, y2)¢) = d (1901, T202), (Y1901, Y202)) < €.
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Proposition 8.1.2. Let v € Z™ and ¢ : Z™ — Z be a homomorphism given by v+ vu’. Then
© is uniformly continuous if and only if u has at most one nonzero entry.

Proof. If u=0, then ¢ is uniformly continuous. It is clear that if v has a single nonzero entry,
then ¢ is uniformly continuous. Indeed, take u € Z™ such that u; = A # 0 for some k € [m]
and uj =0 for all j € [m]\ {k}. Take ¢ > 0. Set 6 = ¢ and take a,b € Z™ such that d(a,b) < 6.
Notice that au’ = Aag and bu® = Abg. If a, = by, then d(au’,bu’) = 0 < e. If not, since
d(a,b) < ¢ then d(a;,b;) < § for all i € [m]. In particular d(ax,br) < d. This means that
|lag A bg| > 1ogy (%), i-e. agby > 0 and |agl, |bg| > logy(3). But then, au’bu” = A2ayb, > 0 and
[Aa| = [Al|lag| > |ax| > logy(). Similarly, |Abg| > logy(3). This means that d(au”,bu”) <
d(a,b) <d=¢

Suppose now that u has at least one positive and one negative entry. Let w; ,...,u;

be the nonnegative entries and u;,, ..., u;, be the negative entries and suppose w.l.o.g. that
T S

> ui, > — > uj,. We will show that for every 6 > 0, there are v, w € Z™ such that d(v,w) < §
=1 =1

and d(vu’, wu”) =1 and so ¢ is not uniformly continuous. Take § > 0, v such that

1
v, =1+ {ng (5>—‘ , for every i € [m]

and w such that

and

Then d(v,w) < § since, for every i € [m], v;w; > 0 and |vg|,|w;| > logy(3) (notice that
T T S

> i, > 1). Also, vul = 3 vu; > 0, since we are assuming that 3 u;, > — 3 vj,. We have
=1

xr= x=1 r=1
that . .
wul = (Z u,z> (1 + {logQ <(15>-‘> (1 + Z ij> <0.
=1 r=1

Thus, d(vu®,wu’) = 1.

Now, suppose that u € (ZJ)™ has at least two nonzero entries (the nonpositive case is
analogous). Let u; be a minimal nonzero entry. As above, we will show that for every ¢ > 0,
there are v,w € Z™ such that d(v,w) < ¢ and d(vu”,wu’) = 1 and so ¢ is not uniformly
continuous. Take é > 0, v such that

v =1+ {logz <(15>—‘ for every i € [m]\ {k} and wvy=-1-— POgQ ((1;>—‘

and w such that 1
w; =1+ {log2 <5>—‘ for every i € [m]\ {k}
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e (2 ) D)

Now, w;v; > 0 and |w;], [v;] > logy(3) for every i € [m], so d(v,w) < 4. Also,

o = (1 o ()] (S ) =1

by minimality of ui. We have that

wul = (1+ {logQ (;)D (Zui —up Y u) <0.

i#£k 1€[m]

Thus, d(vu®, wu®) = 1. O

Corollary 8.1.3. Let Q € M,,(Z) and ¢ € End(Z™) to be given by u — u@. Then ¢ is

uniformly continuous if and only if every column Q; of Q has at most one nonzero entry.

Proof. Consider the homomorphisms ; : Z™ — Z defined by u — u@;. Then

p(u) = (pr(u),- -5 om(w).

O]

We are now capable of obtaining conditions of uniform continuity for endomorphisms of
type L

Proposition 8.1.4. Let G = Z™ x F,,, with n > 1 and consider an endomorphism ¢ of type I,
mapping (a,u) to (a@ + uP,ud). Denote by ¢ the endomorphism of Z™ defined by a — aQ.
Then the following conditions are equivalent:

1. ¢ is uniformly continuous.
2. P =0, v is uniformly continuous and ® is either constant or injective.

Proof. 1 = 2. Consider the alphabet of F), to be {x1,...,2,}. Suppose P # 0 and pick
entries p,s # 0 and ps with r # t. We will prove that ¢ is not uniformly continuous, by
showing that Vd > 0 there exists X,Y € G such that d(X,Y) < ¢ and d(X¢,Yy) = 1. We
may assume d < 1, so pick such § and, as usual, set ¢ = 1 + [logQ(%ﬂ. Take 8 € Z to be such
that sgn(psq) # sgn(pesq + Bprs) (if pes = 0, put S =1). Let X = (0,z)) and Y = (0, z{z?).
To simplify notation, write u and v for the free parts of X and Y, respectively, so u = z{ and
v =zfzl.
Since the free abelian parts coincide, d(X,Y) = d(u,v) =279 < 4.
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We have that d((uP,u®), (vP,v®)) = max{d(u®,v®),d(uP,vP)} > d(uP,vP). But

P11 -+ Pim
wP=[0 - g0 - 0] = [pu] _,,
Pnl - Dnm
and
pir - Pim
P[0 g 5 0| ~ [pwa+ 50,
Pn1 c Dnm

thus, d(uP,vP) = max{d((uP);, (vP);)} > d((uP)s, (vP)s) = d(ptsq,ptsq + Bprs) = 1, by
definition of S.
The remaining conditions follow by Lemma 8.1.1.

2 = 1. This implication is obvious by Lemma 8.1.1 since both a — a@Q and u — u® are

uniformly continuous. O

Now we deal with the type II endomorphisms. Recall that a reduced word z = 21 - - - zy,,
with z; € AU A~ is said to be cyclically reduced if z; # z, ! and that every word admits a
decomposition of the form z = wZw ™!, where % is cyclically reduced.

Proposition 8.1.5. Let G = Z™ x F,,, with n > 1 and consider an endomorphism ¢ of type
II, mapping (a,u) to (aQ + uP, z“€T+“hT). Denote by ¢1 the endomorphism of Z™ defined
by a — aQ and o : Z™ — 7 the homomorphism defined by a — alT. Then the following
conditions are equivalent:

1. ¢ is uniformly continuous.
2. P=0, h =0 and both ¥ and ¥y are uniformly continuous.

Proof. Write z = wZw ™!, where Z is the cyclically reduced core of z.

1 = 2: The proof that P = 0 is the same as in the previous proposition.

Now, we will prove that if A # 0, then for all 6 > 0, there are X, Y € G such that d(X,Y) <
and d(X¢,Y ) > 271*l. Suppose then that h # 0 and pick entries hy, # 0 and hy, with ¢ # k
and some § > 0. Set ¢ = 1+ [logy(3)] and take X = (0,2{) and Y = (0, z{z%) for some a € Z
such that sgn(hiq + ahy) # sgn(hyq) (if hy =0 put @« = 1). Then d(X,Y) < 0 and

1> d(Xp,Yp) > d(zha, zohethay — g=lvl,

The proof that 1 is uniformly continuous is analogous the the one in the previous proposi-

tion.
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Now, suppose 1o is not uniformly continuous. There exists € > 0 such that for every ¢ > 0,
there are a,b € Z™ such that d(a,b) < ¢ and

d ( Z aiﬁi, Z blﬁl) > e (81)
1€[m] 1€[m)]

We now show that for every § > 0, there are X,Y € G such that d(X,Y) < d and d(X ¢, Y ) >
9-lwl—IZlMog> ()1, Notice that 7 and w~! don’t share a prefix. Take § > 0 and take a,b € Z™
such that d(a,b) < J satisfying (8.1). Now, consider X = (a,1) and Y = (b,1). Clearly
d(X,Y) =d(a,b) < ¢ and

d( X, Y)=d ((aQ, z“ﬂ) , (bQ, zbET» >d (z“gT, zbeT)
We know that (8.1) holds, so, either

aZTbET = Z ai&- Z bl& < 0

1€[m)] 1€[m)]

and in that case d (zaéT, zb£T> > o lwl > 2_|w|_‘5|ﬂ°g2(éﬂ, or

Z ai& Z bl& >0 and 2~ min{|a£T ’ béT|} Z g,
1€[m] i€[m]
which means that
min{‘aET , bfT’} < log, <1> .
- €

In this case, we have that

beT |

T T _ygatT el =1 A5t T p—1
d(zaf ,sz ):2 |22 Az 2 |[wz wtAwEPE wT

— g~ lwl=lzmin{|atT],beT]} > o—lwl—|2|[log2(2)]
2 = 1: Straightforward. O

So, type I uniformly continuous endomorphisms are of the form (a,u) — (aQ,u¢) where
Q € M,,(Z) has at most one nonzero entry in each column and ¢ € End(F},) is either constant
or injective. Type II endomorphisms are uniformly continuous if they map (a,u) to (a@Q, 2 %)
where ) € M,,,(Z) has at most one nonzero entry in each column, k € [m], z € F,,\ {1} is not a
proper power and A € Z\ {0}. Notice that A # 0, since by definition of a type II endomorphism
we have that ¢ # 0.

Remark 8.1.6. In [36], the authors prove that an endomorphism ¢ € End(Z™ x F,,) is an
automorphism if it is of type I and of the form (a,u) — (a@Q + uP,u¢), with ¢ € Aut(F,) and

Q € GL,(Z). In the case where ¢ is uniformly continuous, every nonzero entry of Q is either
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1 or —1 and Q = AD, where D is diagonal and A is a permutation matriz. There are 2™m/!
such matrices, which we call uniform. So, a uniformly continuous automorphism of Z™ x F,, is
defined as (a,u) — (aQ,up), where Q is a uniform matriz and ¢ € Aut(F},).

8.1.2 Coarse-median preserving endomorphisms

In Z™, the /1 metric is defined by

m

de, (a,b) = |a; — bi.

=1

Consider Z™ endowed with the ¢; metric. Given three points a, b, c € Z™, consider p;(a,b, c)
to be the point having in the i-th component the (numerical) median of {a;, b;,¢;}. Then p
is a median operator for (Z",dy, ). Recall that, in a hyperbolic group (and so, in particular,
in a free group), given three points, the operator uy that associates the three points to the
K-center of a geodesic triangle they define is a coarse median. We will consider the product
coarse median operator p in Z™ x F,, obtained by considering the factors (Z", u1) and (F,, p2).

Remark 8.1.7. From [/4, Example 2.26] we have that, in Z™, when taking p to be the median
operator associated with the £1 metric, the coarse median preserving automorphisms are the ones
given by uniform matrices, which correspond to the uniformly continuous automorphisms of Z™
when the product metric is taken with the prefiz metric in each component (recall Remark 8.1.6).
In the case of hyperbolic groups, with the coarse median defined above, every automorphism is
coarse-median preserving. In fact, Theorem 6.2.7 states that, given a hyperbolic group G and
an endomorphism ¢ € End(G), then the bounded reduction property (BRP) holds for ¢ if and
only if v is coarse-median preserving.

We will now see that, in some sense, coarse-median preserving endomorphisms coincide
with the uniformly continuous ones for Z" x F,,. We start with a fairly obvious technical
lemma. Observe that, given two groups G1 = (A) and G2 = (B) endowed with geodesic metrics
di1 and do, respectively, then the product metric d is a geodesic metric for the generators
(AU{1}) x (BU{1}).

Lemma 8.1.8. Let G; be groups endowed with geodesic metrics d; and coarse medians j;, and
consider endomorphisms ¢; € End(G;), fori =1,...,k. The endomorphism ¢ € End(Gy X
- X Gy) defined by (x1,...25) — (141, ..., xpdg) s coarse-median preserving with respect to
the product coarse median operator and the product metric d if and only if ¢; is coarse-median

preserving for p; and d; for every i € [k].

Proof. Suppose that, for every i € [k], the endomorphism ¢; is coarse-median preserving and
take C' = max{C; | ¢ € [k]}, where C; is the constant given by this property for ¢;. Then, we
have that, for every i € [k],

di (i, i, 2i) Pi, i @idi, Yidi, zidi)) < Ci < C, (8.2)
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for all x;,y;, 2; € G;. Thus, for all (x1,...,zk), (y1,---,Yk), (21,..-,2k) € G1 X -+ X G, we
have that

M((mla cee ,xk)% (yla CIRIEINS yk)spv (Zla “e. 7Zk‘)go)
=(p1 (2101, Y101, 2101), - - -, Pk (Tk D> Yk Pks 26 P))

and

(@1, k), (Y15 k), (2150 2))) 0 = (1@, 91, 20)) 15 (@, Yks 28)) 1)

From (8.2), it follows that

,U((:l:la cee 7mk)807 (y17 cee 7yk)80> (Zh ey Zk:)@)

is C-close to
(w1, xn), (Y1, - Uk)s (21, -5 28)))@

with respesct to the product metric d, and so ¢ is coarse-median preserving.
The converse is proved similarly. O

Let ¢ € End(Z™) defined by a — a@ be a uniformly continuous endomorphism. From
Corollary 8.1.3 we know that () has at most one nonzero entry in each column. Given a column
Qj, if Qj # 0, we call \; to its nonzero entry and denote by «; the corresponding row, so that
gij = A\j if i = aj and ¢;; = 0 otherwise. If Q; = 0 we put A\; = 0 and «; = 1. Then, we have
that [a;)icm) is mapped to [Aiaa,licim] and a € Fix(¢) if a; = Aiaq, for every i € [m]. This
notation will be kept throughout this section.

Lemma 8.1.9. An endomorphism ¢ € End(Z™) is uniformly continuous with respect to the
product metric d obtained by taking the prefiz metric in each direct factor if and only if it is
coarse-median preserving for the median operator u induced by the metric £1 in Z™.

Proof. Let ¢ € End(Z™) be given by @ € M,,(Z) and suppose that it is coarse-median
preserving. We proceed in a similar way to what we did in the proof of Proposition 8.1.2. If ¢ is
not uniformly continuous with respect to d, then there is some column (); and nonzero entries
¢rj and gs; with s > r. If they are both positive, suppose w.l.o.g. that gs; > ¢,;. For every
n €N, let (") € Z™ such that xﬁn) =1, a:é”) = n and all the other entries are 0; y(”) ezm
such that yﬁn) — 1 and all the other entries are 0; and z("™) € Z™ such that zrn) = 1+ 2ngqs;,
zgn) = —1 and all the other entries are 0. Then u(w("),y("), z(")) has 1 in the r-th entry and all
the other entries are 0, so [u(z(™,y(™, 2(M)y]; = qr;- But

(n)

[,U,(.%' ®, y(n)(p’ Z(n)(p)]J = /’L(qu + Nqsj,qrj, qrj + <2nQTj - 1)qu) = (Qrj + nQsj

and so dg (p(2™ep, y™p, 2 ), p(x™ 4™ 2))p) > ngy;, and that contradicts the fact that
¢ is coarse-median preserving. If both ¢,; and ¢,; are negative, we can reach a contradiction
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in the same way. If, suppose ¢,; > 0 and ¢s; < 0, putting, for all n € N, (™ € Z™ such that

an(«n) = —ngsj, xﬁ”) = ngrj and all the other entries are 0; y(”) € Z™ such that y,(nn) = —2ngsj,
(n)

ys = = —nqy; and all the other entries are 0; and 2(") e Zm such that z,gn) = —3ngs;, zé”) = 4nqy;
and all the other entries are 0, we get that u(x(”), y(”), z(”)) has —2ngs; in the r-th entry, ng,;

in the s-th entry and all the other entries are 0, so [u(z™,y™, 2(M)p]; = —ng,;qs;. But

(1) 5 (1)

W, 2™

[(z™ e,y ©)lj = (0, =3n4riqsj, nGrjqsj) = 0

and so dyi (p(z™ e, y™ep, 2M @), p(z™,y™, 2(M)p) > ngrjqsj, and that contradicts the fact
that ¢ is coarse-median preserving.

Hence, we have that ¢ is uniformly continuous with respect to d.

Conversely, suppose that ¢ is uniformly continuous with respect to d and recall the notation
introduced above. Consider three points a,b,c € Z™. Then

w(aQ,bQ,cQ) = [M()‘iaaw Aiba,, )‘icai)]ie[m] = [)‘iﬂ(aai? ba, Cai)]ie[m} = p(a, b,0)Q.

Thus ¢ is coarse-median preserving. O

We are now able to prove the main result of this subsection.

Theorem 8.1.10. An endomorphism ¢ € End(Z™ x F,,) is uniformly continuous with respect to
the product metric d obtained by taking the prefix metric in each direct factor if and only if it is
coarse-median preserving for the product coarse median p obtained by taking the median operator

w1 induced by the metric £1 in Z™ and the coarse median operator s given by hyperbolicity in
F,.

Proof. An endomorphism of Z™ x F,, is of the form (a,u) — (a@ + uP,(a,u)1)), where
Q € Mu(Z), P € Myxm(Z) and 1 is a homomorphism from Z™ x F,, to F,. We start by
proving that if ¢ is coarse-median preserving for u, then, P = 0. Suppose then that P # 0 and
pick entries p,s # 0 and pys with r # ¢. Take {z1,...,z,} to be a basis of F;, and let d2 be the

geodesic metric defined by this set of generators. Now, we have that

(:u’((oa xt): (07 xtx9+l)7 (07 xg—i_lxt)))@ = (07 T)p = ([pti]ie[m]a (07 $t)¢)

and

M ((ti, (0, xt)¢), (XtXrCHR (0, xtflf?rl)?/})a (Xr0+1XtPa (07 1’$+11‘t)¢))

= (XtXrCHP, 12((0, )b, (0, 28 )b, (0737?“9375)1/)))
= ([ptz +pm(c + 1)]16[771]7#2((0’ 'Tt)wa (07 l‘txvq+1)¢a (07 $7q+1$t)¢)> .

But taking the ¢; metric in Z™, we have that

d, ([pti]ie[m}’ [pti + pri(C + 1)]1€[m]) > [(C+ )prs| > C,
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which contradicts the fact that ¢ is coarse-median preserving with constant C'. So, P must be

zZero.

If ¢ is a type I coarse-median preserving endomorphism for u, then ¢ is of the form
(a,u) — (aQ,uep), where Q € M,(Z) and ¢ € End(F),). By Lemma 8.1.8, we get that both
the endomorphism 6 of Z™ defined by @ and ¢ € End(F},) must be coarse-median preserving.
By Lemma 8.1.9, 6 is uniformly continuous and by Remark 8.1.7, we have that the BRP holds
for ¢, and so ¢ is uniformly continuous. By Proposition 8.1.4, ¢ is uniformly continuous for the

metric d.

Conversely, if ¢ is a type I uniformly continuous with respect to the metric d, then, by
Proposition 8.1.4, ¢ is of the form (a,u) — (aQ,u¢p), where Q € M,,(Z) has at most one
nonzero entry in each column and ¢ € End(F,,) is uniformly continuous for the prefix metric.
Combining Lemmas 8.1.8 and 8.1.9 with Remark 8.1.7, we get that ¢ is coarse-median preserving
for p.

Now we deal with the type II endomorphisms. Suppose that ¢ is a coarse-median
preserving type II endomorphism with constant C > 0. Then, it must be of the form
(a,u) — (aQ,zagTJr“hT), for some 0 # £ € Z™ and h € Z"™. We will prove, proceeding in
the same way we did above, that A must be zero and that £ must have at most one nonzero
entry. Suppose that h is not zero and pick hs # 0 and h;, with ¢ # s. Then

(:U'((Ou xt)v (07 xtwg+1)7 (0, xg+1xt))>90 - (07 xt)(p - (07 th)
and

0 ((07 th)’ (0, th-i—(C-&-l)hs)’ (0, zht+(0+1)hs))
=(0, zht+(0+1)h5)

But we have that
dg(zht, th+(C+1)hs) > C,

which contradicts the fact that ¢ is coarse-median preserving with constant C'. So, h must
be zero. To prove that £ must have at most one nonzero entry, we proceed as in the proof
of Lemma 8.1.9. For all n € N, we define (™, y(™ and 2(™ in the same way replacing
¢rj and gsj by [ and [, respectively. We have that the distance of the free component be-
tween p((z™, 1), (™, 1), (20", 1))@ and p((z™, e, (™, 1), (20", 1)) will be unbounded,
contradicting coarse-median preservation of ¢.

Conversely, if ¢ is a uniformly continuous type II endomorphism, then it is of the form
(a,u) = (aQ, 2*%), for some Q € M,,(Z) with at most on nonzero entry in each column, k € [m],
1 # z € F,,, which is not a proper power and 0 # A € Z. Then, taking (a,u), (b,v), (c,w) €
7™ x F,, and letting 3 : Z3 — 7 denote the usual median in Z, we have that

(@ 0), (b, v). (e, w))p = (u1(a,b, ©)Q, Nk b))
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and
u(a,w)g, (b,v)p, (c,w)p) = (11(aQ, bQ, cQ), (2%, 2%, %)),

Since () defines a uniformly continuous endomorphism of Z™, it follows from Lemma 8.1.9 that it
is coarse-median preserving, thus u1(aQ, bQ, cQ) and u1(a,b, c)Q are close. Letting z = wiw™!,
where Z is the cyclically reduced core of z, we have that wz#3(AakAbkAck) — o zAua(ak.bk.ck)

belongs to every edge of the geodesic triangle defined by 2%, 2*% and 2. Since

dQ(Z)\Ms(ak7bk7Ck)7 wg)\HS(ak:bk:Ck)) — dz(,wg/\ﬂ3(ak7bkyck)w*1,wg)\P«S(akybkak)) = |wl,

we have that the distance between z*3(9%:0k:ck) and pig(22@% 22 2A) is bounded. O

8.1.3 Infinite fixed and periodic points

In this subsection, we will study infinite fixed and periodic points of @, for ¢ € End(Z™ x F,,)
uniformly continuous. Recall that an infinite fixed point is said to be singular if it belongs
to the topological closure (Fix(¢))¢ of Fix(¢) and regular if it doesn’t. We denote by Sing(¢)
(resp. Reg(¢)) the set of all singular (resp. regular) infinite fixed points of ¢.

We start by obtaining finiteness conditions on infinite fixed and periodic points, counting
the number of Fix(¢)-orbits of Fix(®) and the number of Per(y)-orbits of Per(g), under
natural actions of Fix(y) and Per(¢) on Fix(¢) and Per(¢), respectively when ¢ is a uniformly
continuous type II endomorphism. In particular, the number of orbits is finite, which can
be seen as some sort of infinite version of [36, Proposition 6.2], which states that a type II
endomorphism of a free-abelian times free group has a finitely generated fixed subgroup.

Finally, we classify regular infinite fixed points as attractors or repellers.

Finiteness Conditions on Infinite Fixed Points

Let ¢ be a type I uniformly continuous endomorphism of Z™ x F,,, with n > 1. Then ¢ :
2" x F,, — 2™ x F,, is given by (a,u) — (aQ, uep), for some Q € M,,(Z) such that every column
of @ contains at most one nonzero entry and some either constant or injective ¢ € End(F,).
Consider ¢; € End(Z™) to be defined as a — a@. Clearly, Fix(¢) = Fix(¢1) x Fix(¢) and it is
finitely generated.

Let ¢ : Zm x F:L — Zm x }/7; be its continuous extension to the completion. By unique-
ness of the extension, we have that ¢ is given by (a,u) — (a@l,ua). Then, we have that

A S S

Fix(¢) = Fix(¢1) x Fix(¢); Sing(¢) = Sing(¢1) x Sing(¢) and Reg(¢) = Fix(¢1) x Reg(¢) U

Reg($1) x Fix(q@). There is no hope of finding a finiteness condition in this case that holds in

general since, if n = 2 and ¢ is the identity mapping, then Sing(¢) is uncountable, thus so are
both Reg(¢) and Sing(p).

However, we will see that this is not the case when dealing with type II endomorphisms.
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We start by studying the free-abelian case. Let ¢ € End(Z™) be uniformly continuous and
let ¢ : Z™ — 7™ be its continuous extension to the completion.

Given a € Zm, we set i1, ...,%, to be the indices such that a;; = ... =a;, = +00; J1,...,Js
to be the indices such that a;, = ... = aj, = —oo and kq,...,k; to be the indices such that
Ay, - - - ag, ¢ {—00,+00}. Define, for every n € N, a,, € Z™ such that

an,, =mn, for Lin [r]; an; = —n, for lin [s] and ay, = ay, for lin [t].

i ki

We have that, given ¢ > 0, for every n > logQ(%), d(an,a) < e, so (a,) — a. Thus,
ap = (limay)$ = lim(anp). Since (anp) is such that (ane); = Niag, if aq, & {400, —c0},
(anp)i = nX; if a,, = 400, and (anp); = —nA; if an, = —oo, we have that ap = [Nag,],
assuming that 0 x oo = 0. So, a € Fix(¢) if and only if a; = \jaq, for every i € [m].

Defining the sum of an integer with infinite in the natural way, we have that the subgroup
Fix(p) < Z™ x F, acts on Fix(¢) by left multiplication. Given a € Fix(¢) and b € Fix(¢),
then (a+b)p = ap 4+ bp = a+ b € Fix(¢). We now count the orbit of this action.

Proposition 8.1.11. Let ¢ € End(Z™) be a uniformly continuous endomorphism. Then Fix(p)
has at most Z 2¢("") Fix(y)-orbits.

Proof. Let a € Fix(¢) and define r, s,t € {0,...,m}, and 4, j;, k; as above. We will prove that,
for b € Fix(¢), we have that b € (Fix ¢)a if and only if b;, = a;, for every [ € [r], bj, = a;,, for
every [ € [s] and by, & {+00, —o0}, for every [ € [t], i.e., if their infinite entries coincide. If that
is the case, then every orbit is defined by the position and the signal of their infinite entries.
Obviously, for i € {0,...,m}, there are (T) choices for 7 infinite entries and each of them can
be +00 or —oo, hence the 2¢ factor.

Start by supposing that b € Fix(¢) is such that b € (Fix ¢)a. Then, there is some ¢ € Fix ¢
such that b = c+a. This means that for every [ € [r], we have that b;, = ¢;, +a;, = ¢;, +(+00) =
+00, since ¢ € Z™. Similarly, we have that b;, = a;,, for every j € [s] and by, & {+00, —00}. It
is clear that |by,| < oo for [ € [t].

Now, suppose b € Fix(¢$) is such that b;, = +oo, for | € [r], bj, = —oo, for | € [s] and
by, & {+00, —00}, for I € [t]. Consider ¢ € Z™ defined by ¢, = by, — ay,
are 0. Clearly b = ¢ 4+ a. We only have to check that ¢ € Fix(p), i.e., Aico, = ¢; for every

and all other entries

i € [m]. For i such that a; = +oo, we have that ¢; = 0 and an, = sgn(X\;)a; = £oo, which
implies that ¢, = 0. If not, ¢; = b; — a; = \i(ba; — aa;) = Aica, and we are done. O

Now, let ¢ be a type II uniformly continuous endomorphism of Z™ x F,,, with n > 1. Then
0 Z™ x F, — Z™ x F, is given by (a,u) — (aQ,2*%), for some Q € M,,(Z) such that
every column of () contains at most one nonzero entry, 0 # X\ € Z and k € [m]. Consider
v1 € End(Z™) to be defined as a — aQ and ¢y : Z™ — F,, that maps a to 22 which are
both uniformly continuous. Observe that Fix(p) = {(a,ap2) | a € Fix(y1)} and it is finitely
generated (see [36, Proposition 6.2]).
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By uniqueness of extension, we have that ¢ : Zm x ﬁ’; — Zm x 1/7;1 is defined by (a,u) —
(a1, ap2), thus Fix(9) = {(a, ap2) | a € Fix(41)}-

Proposition 8.1.12. Let ¢ be a type II uniformly continuous endomorphism of Z™ x Fy,, with
n > 1. Then, Sing(¢) = {(a,ap2) | a € Sing(H1)}. Consequentely, Reg(¢) = {(a,ap2) | a €
Reg(41)}-

Proof. We start by showing that Sing(¢) C {(a,a@2) | a € Sing(1)}. Take some (a,aps) €
(Fix(¢))¢ with a € Fix(¢1). Then, for every € > 0, the open ball of radius ¢ centered in
(a,ap9) contains an element (b, b.p2) € Fix(p), with b, € Fix(¢1). Notice that d(a,b;) <
d((a,ap2), (be, bep2)) < €, thus a € (Fix(p1))°.

For the reverse inclusion, take some a € Sing(¢1). As above, we know that for every
e > 0, there is some b € B(a;e) N Fix(¢1). Notice that, since @9 is uniformly continuous,
for every € > 0, there is some J. such that, for all a,b € 7™ such that d(a,b) < d¢, we have
that d(ap2,bpa) < e. We want to prove that (a,aps2) € (Fix(g))¢, by showing that, for every
e > 0, the ball centered in (a,ap2) contains a fixed point of ¢. So, let € > 0 and consider
0 = min{d.,e}. We have that (bs,bsp2) € B((a,aps);e) since, by definition of bs, we have that
d(a,bs) < § < e and also, d(a,bs) < d. means that d(aps, bsp2) < €. O

Corollary 8.1.13. Let ¢ € End(Z™ x F,,) be a uniformly continuous type II endomorphism.
m

Then Fix(p) has at most Y 2'("") Fix(p)-orbits.
i=0

Proof. For (a,ap2), (b,bp2) € Fix(p), we have that (a,ap2) belongs to (Fix ¢)(b, bpa) if and
only if there is some (¢, cp2) € Fix ¢ such that (a,ap2) = (¢, cp2)(b, bpa), i.e., a and b belong
to the same orbit of Fix(¢1). O

Finiteness Conditions on Infinite Periodic Points

We proceed in a similar way in the case of periodic points.

We know that Per(y) acts on Per(¢) on the left, since apP = a and bgp? = b implies that
(a+ b)pP1 = a@P? + bpP? = a + b and we want to count the orbits of such action.

When we consider a type I endomorphism, we have the same issue we had in the fixed
points case, in the sense that we have Per ¢ = Per ¢; x Per é, which may also be uncountable.

To obtain a result for type II endomorphisms, we start as above, by dealing with the
free-abelian part first. Let ¢ € End(Z™) defined by a — a@ be a uniformly continuous
endomorphism. As above, given a column @, if Q; # 0, we call A; to its nonzero entry of
column and «; to its row, and if Q; = 0 we put A\; = 0 and a; = 1. Also, we will define the
mapping ¢ : [m] — [m| mapping i to a;. Take ¢ : 7™ — 7™ to be the continuous extension of

 to the completion.
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This way, we have that aQ = [Aiaq,]icm] and

CLQT = [(H )\Wﬂ‘l) awr] .
J=1 i€[m]

To lighten notation, for i € [m] and r € N we will write

= I Mg (8.3)
j=1

This notation will be used throughout the rest of this section.

Proposition 8.1.14. Let ¢ € End(Z™) be a uniformly continuous endomorphism. Then Per(p)
m .

has at most Y 2'(""") Per(p)-orbits.
i=0

Proof. Let a € Per(¢). As done in the fixed point case, we will prove that, for b € Per(¢), we
have that b € (Per ¢)a if and only if their infinite entries coincide, and that suffices.

Clearly, if b € Per(¢) is such that b = ¢ + a for some ¢ € Per(y), then the infinite entries of
a and b coincide.

Now, suppose a and b are two infinite periodic points whose infinite entries coincide. Then,
there are p, ¢ > 0 such that ap? = a and bp? = b, so apP? = a and bpP? = b. Consider ¢ € Z™
defined by ¢; = 0 if a;,b; € {+00, —o0} and ¢; = b; — a; otherwise. Clearly, b = ¢ + a. We only
have to check that ¢ € Per(¢) and for that, we will show that cpP? = c¢. We have that, for r > 0,
the mapping ¢" is defined by

e [7e]

)

Now, we only have to see that, for every i € [m], we have that ¢; = WZ(p Yeiyra. Let i € [m]

such that a;,b; € {+00, —00} and so ¢; = 0. Since |a;| = o0, a; = (apP?); = ﬂgpq)awpq and all

Ai’s are finite, we have that a;yrq € {+00, —0c0} (and the same holds for bjyrq), thus, ciyra = 0.

Then, we have that ngQ)cwpq =0 = ¢. Now, take 7 € [m] such that a;,b; ¢ {+00, —oo}. Then
(pa (pa)

C; = bi —Q; = (b@pq)i — (a@pq)i = ngq)biwpq *ngq)aiwpq =T, )(biwpq - aid,pq) =T Ci¢PQ, since

Qjyppa and bm/,pq are both finite. (]

Now, let ¢ be a type II uniformly continuous endomorphism of Z™ x F,,, with n > 1. Then
@ ZM x F, — Z™ x F, is given by (a,u) — (aQ,z’%), for some Q € M,,(Z) such that
every column of () contains at most one nonzero entry and 0 # X € Z, k € [m]. Consider
@1 € End(Z™) to be defined as a +— a@ and 3 : Z™ — F, that maps a to z**, which are
both uniformly continuous.

By uniqueness of extension, we have that ¢ : 7m x }/7,\1 — 7 x I/?; is defined by (a,u) —
(a1, ap2). Hence, if (a,u) € Per(¢), then a € Per(¢1).
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Proposition 8.1. 15 Let ¢ € End(Z™ x F,,) be a uniformly continuous type II endomorphism.
Then Per(p) has Z 2¢("") Per(i)-orbits.

roof. It is easy to see, by induction on r that, for every r > 0, we have that (a,u)@" =
Proof. It i t by inducti that, f 0 h that o"
(a@y, a@} ' p9). Indeed, it is true for 7 = 1 and if we have that (a,u)@" = (a@}, ap; '@9), then
(a,u)@"1 = (agh, ad} ' @2)p = (@)™, apfds). So we have that

(0, 0¢" = ([7 aigrlicpu, 2 ). (8.4)

Let (a,u), (b,v) € Per(p). We have that (b,v) € (Pery)(a,u) if and only if b € (Per(¢1))a.
Indeed, if b € Per(¢1))a, let ¢ € Per(p;) defined as in the proof of Proposition 8.1.14, such that
b = ¢+ a and denote by p, q the periods of a and b, respectively.

Then (¢, c2f" " 92) P = (¢, c@f" ' @2), s0 (¢, cph"' @o) € Per(yp) and

(b,v) =

1 1 A~
bl @o) = ((C+a)<p’1’q,(c+a)<p1q @2)

(b
~ Apq—1
(c T a@l et Gaa gt o)
ADng—1 ~
= (cgh?, B o) (adh, agh? ™ po)
= (c,

¢, i p2) (0, w).

Hence, we have that Per($) has at most E 2'("") Per(p)-orbits. O
1=0

Classification of the Infinite Fixed Points for Automorphisms

Recall that a uniformly continuous automorphism of Z™ x F,, is defined as (a,u) — (aQ, u¢),
where @ is a uniform matrix and ¢ € Aut(F,,). As above, we define ¢ : Z™ — Z" that maps
a to aQ and we have that Fix(¢) = Fix(p1) x Fix(¢)

We are interested in classifying infinite fixed points as attractors or repellers. We will only
consider these concepts regarding automorphisms because this definition of a repeller assumes
the existence of an inverse. It is well known that, for an automorphism of a (virtually) free
group, singular fixed points cannot be attractors nor repellers (see [33, Proposition 1.1]) and
that every regular fixed point must be either an attractor or a repeller (see [98]). We will start
by investigating what happens in the free-abelian part.

Proposition 8.1.16. Let ¢ € End(Z™) be an endomorphism defined by a — aQ), where Q is a
uniform matriz. Then Sing(¢) = Fix(p).

Proof. By definition, Sing(¢) C Fix(¢).
Let 7 € Sy, be a permutation such that ¢ maps [a;];c[m) to [Nia (,)]ze[m], and \; = £1. Then
Fix(p) = {a € Z™ | Vi € [m], a; = Nja;)} and Fix(p) = {a € Zm | Vi € [m], a; = Qi) }-
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Given a € Fix(¢) and € > 0, choosing some

n max a;|, - )
a; €7 g2 g

consider b € Z™ such that b; = n if a; = +00; b; = —n if a; = —o0 and b; = a;, otherwise. Then
b; € Fix(y) and d(a,b) < e. Thus, b is a point of closure of Fix(y¢) and we are done. O

Proposition 8.1.17. Let ¢ € End(Z™) be defined by a — aQ, where Q is a uniform matriz.
Then an infinite fized point a € Fix(p) \ Fix(p) is neither an attractor nor a repeller.

Proof. Let a € Fix¢ \ Fix¢. Let € > 0 and define ¢ = [logy(1)]. Take p = ma%({q, la;|}.
a; e
Take b € Z™ such that b; = p for every ¢ such that a; = 4o00; b; = —p for every ¢ such
that a; = —oo and b; = a; otherwise. Then d(a,b) < € but bg" 4 a since m[ax] |b;| = p and
1€m

applying ¢ simply changes order and signal of the entries, so for every n € N, we have that
m[a)?{’(b@"M} = p. Hence d(a,bp™) > 27P since there is some k such that ay € {400, —c0}
em

and d(ag, bg) > d(ag, sgn(ax)|p|) = 27P. The repeller case is analogous, since the inverse of a

uniform matrix is uniform. O

So, when an endomorphism is given by a uniform matrix, no infinite fixed point is an
attractor or a repeller. The next result shows how that impacts the case of a general uniformly
continuous automorphism, providing a full classification of infinite fixed points.

A

Theorem 8.1.18. An infinite fized point o = (a,u), where a € Fix(¢1) and u € Fix(¢) is an
attractor (resp. repeller) if and only if a and u are attractors (resp. repellers) for 1 and ,

respectively.

N

) and u € Fix(¢). Clearly if

Proof. Let o = (a,u) be an infinite fixed point, where a € Fix(¢;
) is an attractor. Indeed, in

%
a € Fix(¢1) and u € Fix(¢) are attractors, then, (a,u) € Fix(¢
that case, there are €1 > 0 and &9 > 0 such that

and
Yo € Fy, (d(u,v) <ey = lim vg" = u) :

n—-+00
Thus, taking € = min{ey,e2}, we have that

o —

V(b,v) € Z™ x F, (d((a,u), (b,v)) <e = d(a,b) < e ANd(u,v) <e

— lim Pt =aA lim ve" =u
n——+o0o n——+0o0

= lim (b,v)®" = (a,u).

n—-+o0o
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Conversely, suppose w.l.o.g that a is not an attractor for ¢1. Then, for every € > 0, there is
some b, € Z™ such that d(a,b) < € but b.¢1 # a. In this case, we have that, for every ¢ > 0,

d((a7 u)v <b€7u)) < e and (bEa u)@n = (beﬁ?vu) 7 (a7 u) [

Corollary 8.1.19. Let ¢ € Aut(Z™ x F,) be a uniformly continuous automorphism such
that (a,u)p = (a@l,bqg), where @1 is given by a uniform matriz and ¢ € Aut(F,). Then a
regqular infinite fixed point (a,u) € Fix($) \ Fix(¢)¢ is an attractor (resp. repeller) if and only
if a € Fiz(p1) and u is an attractor (resp. repeller) for .

Notice that, given an infinite attractor (resp. repeller) u € F, and denoting by S, the set
of points attracted (resp. repelled) to it, then the set of points attracted (resp. repelled) by

(a,u) is given by T(a,u) ={(a,y) [y € Su}-

8.1.4 Dynamics of infinite points

This subsection is devoted to the study of the dynamics of the extension of a uniformly
continuous endomorphism to the completion. We will prove that if ¢ is a uniformly continuous
automorphism or a uniformly continuous type II endomorphism, then every point in the
completion is either periodic or wandering, which implies that, in these cases, the dynamics is

asymptotically periodic.

The automorphism case

We have that a uniformly continuous automorphism of Z™ x F,, is defined as (a,u) — (aQ, ud),
where @) is a uniform matrix and ¢ € Aut(F,).
We start by observing that, for the abelian part, the dynamics is simple in the sense that

every point is periodic.

Proposition 8.1.20. Let p € Aut(Z™) be defined by a — aQ, where Q is a uniform matrix
and consider ¢ to be its continuous extension to the completion. Then, there is some constant

p < 2™m! such that P = Id. Hence, Per(¢) = Zm and the period of every element divides p.

Proof. There are only 2"m/! distinct uniform m x m matrices, so there are 0 < p < ¢ < 2™m!+1
such that QP = Q4, thus I,,, = Q97P. O

We now present some standard dynamical definitions, that will be useful to the classification

of infinite points.

Definition 8.1.21. Let G be a group and ¢ € End(G). A point x € G is said to be a ¢-
wandering point if there is a neighborhood U of x and a positive integer N such that for all
n > N, we have that Up" NU = (). When it is clear, we simply say that x is a wandering point.
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Definition 8.1.22. Let G be a group and ¢ € End(G). A point z € G is said to be a p-recurrent
point if, for every neighborhood U of x, there exists n > 0 such that x¢™ € U. When it is clear,
we simply say that x is a recurrent point.

Definition 8.1.23. Let f be a homeomorphism of a compact space K. Given y € K, the
w-limit set w(y, f), or simply w(y), is the set of limit points of the sequence f™(y) as n — +oo.

Definition 8.1.24. Let G be a group. A uniformly continuous endomorphism ¢ € End(G)
has asymptotically periodic dynamics on G if there exists q > 1 such that, for every = € G the
sequence %" converges to a fixed point of ¢9.

To the knowledge of the author, this is the first application of the concepts of recurrent
and wandering points in the context of group theory. The next proposition shows how being

p-recurrent (resp. wandering) relates with being é-recurrent (resp. wandering).

Proposition 8.1.25. Let ¢ € End(Z™ X F,,) be a uniformly continuous endomorphism defined
by (a,u) — (ap1,up), where 1 € End(Z™) and ¢ € End(F,,) and (a,u) € Z™ x F,,. We have
the following:

1. (a,u) is ¢-periodic = u is b-periodic.

2. (a,u) is ¢-wandering <= u is $-wandering.

3. (a,u) is ¢-recurrent = u is ¢p-recurrent.
Proof.

1. This is obvious. Observe that if ) is uniform, which is the case when we deal with
automorphisms, then the reverse implication holds as well, by Propostion 8.1.20.

2. Suppose u is d;—wandering. Then, take € > 0 and N € N such that for all n > N, we
have that B(u;e)¢" N B(u;e) = (). Let n > N and take V = B((a,u);e) and (b,v) € V.
Then v € B(u;¢), thus v¢" ¢ B(u;e) and (b,v)@" = (b3}, vd™) ¢ V. Since (b, v) is an
arbitrary point of V', we have that (a,u) is ¢-wandering.

3. Suppose (a,u) is @-recurrent. Take € > 0. There is some n > 0 such that (a,u)P" €
B((a,u);¢) and so u¢” € B(u;¢). O

Notice that, in case u € F,, and ¢ € End(F},), if u is nonwandering, then it must be periodic,
since we can take U = {u}, we have that there is some n such that U¢"nU # () and so, it
is periodic. So, in case ¢ € Aut(Z™ x F,), we have that a point (a,u) € 7Zm x F, must be
periodic or wandering, by Proposition 8.1.25.

We now present two results from [67] regarding automorphisms of free groups, that will be
very useful in this case.
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Lemma 8.1.26 ([67], Levitt-Lustig). Let f be a homeomorphism of a compact space K. Given
y € K and q > 1, the following conditions are equivalent:

1. w(y) is finite and has q elements.
2. w(y) is a periodic orbit of order q.

3. The sequence f1"(y) converges as n — +o00, and q is minimal for this property.

Given p > 2, the set w(y, fP) is finite if and only if w(y, f) is finite.

If these equivalent conditions hold, we say that the point y is asymptotically periodic. If
every point is asymptotically periodic, then the endomorphism has asymptotically periodic

dynamics (this definition is equivalent to Definition 8.1.24).

Theorem 8.1.27 ([67], Levitt-Lustig). Every automorphism « € Aut(F,) has asymptotically

periodic dynamics.

In Theorem 6.3.5, it is proved that every uniformly continuous endomorphism ¢ of a
hyperbolic group G with respect to a visual metric satisfies a Holder condition. From [2,

Proposition 4.2], ¢ also satisfies a Holder condition, i.e., there are K,r > 0 such that

A

d(xp,yp) < Kd(x,y)",

for all z,y € G. We will prove that, in this setting, every nonwandering point is recurrent.

Lemma 8.1.28. Let (X,d) be a metric space and ¢ : (X,d) — (X, d) be a Hélder mapping
with constants (K, r). Then

1—r"

d(z¢",yo™) < KT d(z,y)"

forallz,y € X, n>0.

Proof. We prove this by induction on n. By hypothesis, we have that d(x¢,y¢) < Kd(z,y)",
for all z,y € X. Now suppose that the result holds for all n < k, for some k > 0. Let z,y € X.
We have that
d(zg*!, y¢" ) < Kd(zg®, yg")"
l—rk k r
< 1 (K i)
< KHT%d(aE )
1—7r r—rk+1

< Kﬁ—’_ —r d(l"y

lfrk"'_l

< K 1= d(z,y

k+1
)T

k+1
)
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Proposition 8.1.29. Let (X, d) be a metric space and ¢ : (X, d) — (X,d) be a Holder mapping.
Then every nonwandering point is recurrent.

Proof. Let (K,r) be the constants given by the Holder condition and z € X be a nonwandering

point. Then
Ve>0 VN eN 3n>N: B(z,e)¢" N B(x,e) # 0.

Let e < Kﬁ We then have that
VNeN In>N Ty, € X: (d(yn,z) <e A dy¢",z) <e).

Let N € N and take n given by the condition. By Lemma 8.1.28, we have that

1—r" 1—r" n

dad" yud") < K'T7 d(w,ya)" < KT

Thus,

d(z¢", x) < d(z¢", ynd") + d(ynd", x)

1—r"

n
KT=¢" +¢

IN

1—r" n_1q
e(1+ KT1r&" %)
_n n_q
<e (1 + K (k) )

= 2e.

IN

So, fixing e < K flr, we have arbitrarily large integers n such that d(z¢",z) < 2e. Thus, let

o
e > 0 and take ¢’ = min{%, £}, Then

VN eN In > N :z2¢" € B(x,2¢') C B(z,¢),

and so x is recurrent. O

Corollary 8.1.30. Let ¢ be a uniformly continuous endomorphism of a hyperbolic group G

with respect to a visual metric d. Then every nonwandering point of G is recurrent.

In particular, if ¢ is an automorphism of a free group, we can apply Corollary 8.1.30. Thus,

the following results follow:

Corollary 8.1.31. Let ¢ be an automorphism of F,, and @, its continuous extension to the

completion. Then every point u € F,, is either wandering or periodic.

Proof. By Corollary 8.1.30, nonwandering points are recurrent. Since recurrent points belong

to its own w-limit, by Theorem 8.1.27, they must be periodic. U
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Corollary 8.1.32. Let ¢ be a uniformly continuous automorphism of Z™ x F, defined by
(a,u) — (ap1,ud), where @1 € Aut(Z™) is given by a uniform matriz and ¢ € Aut(F,).
Consider ¢, its continuous extension to the completion. Then every point (a,u) € Z™ x F,, is

either wandering or periodic.

Proof. Let (a,u) € Zmn be a nonwandering point. Then, by Proposition 8.1.25, u is a
nonwandering point for ¢, which means that u is periodic, by Corollary 8.1.31. Since a is also
periodic by Proposition 8.1.20, then so is (a, u). O

Corollary 8.1.33. Every uniformly continuous automorphism ¢ € Aut(Z™ x F,,) has asymp-

totically periodic dynamics on Z™ X F,.

Proof. Since Zmn is compact then w-limits are nonempty. Moreover, if a point (a,u)
belongs to an w-limit set, then it must be nonwandering, which, by Corollary 8.1.32, means

that (a,u) is periodic. O

Type II Endomorphisms

The purpose of this subsubsection is to establish the dichotomy periodic vs wandering for type
IT endomorphisms. Recall the notation introduced before Lemma 8.1.9. Also, recall (8.4) and

the decomposition z = wZw'where Z is the cyclically reduced core of z.

Remark 8.1.34. Assume n > 1. The set of periodic points of the extension of a uniformly
continuous type I endomorphism to the completion is not dense in the entire space, even when
we restrict ourselves to the boundary. Indeed, if we take a point (a,u) such that u does not

share a prefix with z and 2=, then B ((a,u); %) does not contain a periodic point. Also, the

system does not admit the existence of a dense orbit: Indeed, given (a,u) € Z”TX\FW choosing
a point (b,v) € Zmn such that b # a and v doesn’t share a prefix of size with neither z nor
271, we have that B((b,v); %) does mot contain any point in the orbit.

Also, in the automorphism case, we have that the first component is always periodic, so
there is not a dense orbit, even when restricted to the boundary.

We will now prove two technical lemmas that will be very useful for proving the main result.

Lemma 8.1.35. Consider a uniformly continuous endomorphism ¢ of a free-abelian group
Z™ and take i € [m] and some positive integer r > m. Then, the following conditions are

equivalent:
1. E|NENVp>N‘)\Z'¢p|:1
2. 3N§mVp>N!)\i¢p\:1

3. |7rl(;)”| =1, for every positive integer t
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4. |7rl(;)”| =1, for some positive integer t

Proof. 1t is obvious that 2 = 1,2 = 3 and 3 = 4. We will prove that 1 = 2 and
that 4 — 1.

1 = 2: Suppose that there is some N > m such that for every p > N we have that
|Xigp| = 1. We have that 1) maps [m] to a subset of [m], and so, for every i € [m], there is
some k; < m such that 7™+ = ip¥ . This way, we have a periodic orbit (can be fixed) of
¥ given by {iyki .. iyy™}. So, for every p > N, we define j, € {k;,...,m} to be such that
e = 4P, Also, if for some j > jn, we had |Aipi| > 1, we could obtain p arbitrarily large
such that |\jyr| > 1, which is absurd. So, we have that,

Vp > jN ’)\wp| =1
and jy < m.

4 = 1: If, for some i € [m], we have that ’71'1(;)"’ = 1, for some ¢ > 0, then for every
je{tr,...,(t+1)r — 1}, we have that |A;;| = 1. In this case, for some s > (t 4 1)r, we have
that iy® = itp7 for some j € {tr,...,(t+1)r—1} and so |A;ps| = 1. Thus, 1 holds for N =r. [

Lemma 8.1.36. Consider a nonwandering point (a,u) € Zmn such that a has finite entries.

Let 6 = ma>Z<{|ai|} andU = B ((a, 2 10); 2%) Consider a point (b,v) € U and a positive integer
a; €

r > m such that (b,v)p" € U. Then the conditions from Lemma 8.1.35 hold for every index
i € [m] such that a; # wzgr)ai,/)r.
Moreover, if u = 27>

1 =k.

and |agyr-1| < 0o, then the conditions from Lemma 8.1.35 hold when

Proof. Consider a nonwandering point (a,u) € Zmn such that a has finite entries, let
95
such that (b,v)¢" € U. So, for i € [m], we have that:

d= ma)Zc{]ai\} and U = B((a,u); 55). Consider a point (b,v) € U and a positive integer r > m
a; €

if |a;| < oo, then a; = b; = Wgr)biwr (8.5)
and
if |a;] = oo, then sgn(a;) = sgn(b;) = sgn(ﬂgr)bwr) and |b;], |7T7;(T)bi1/,r| > 0. (8.6)

If ap] = a, then a; = Wgr)awr for every i € [m] and the first part of the lemma trivially
holds.

If not, take ¢ € [m| such that a, # W,gr)aqw. We start by observing that a, must be infinite
since if that is not the case, then, by (8.5), we have that a;, = b, = m(f)bwr. If m(f) =0, then

ag =1 bgyr = 0 = 77 agyr. If not, then |bgyr| < [bg|, Which means that |bgyr| < & and by (8.6),
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we have that agyr is finite and by (8.5), it follows that agyr = bgyr, 50 ag = W((]T)bqwr = W((]T)aqw.

Also, aqyr must be finite, since, if it is infinite, then by (8.6) we have that sgn(agyr) = sgn(bgyr)
and sgn(aqy) = sgn(m(f)bqw), thus sgn(aq) = sgn(m(f)aqw) and that implies that aq = qu)aqw,
since mg’”) # 0.
So, using (8.5) with i = ¢q¢", we have that
= bgyr = T bgyryr = Tokb (8.7)
aqwr qT 7Tq¢r QYT 7quT q,¢27‘. .

We have that a, is infinite, so, by (8.6), we know that |7T((f) bgyr| > 6. This means in particular
that agyr # 0, because otherwise we would have bgyr = 0, by (8.5).

Suppose now that for every positive integer ¢, we have that |7r(52})”| £ 1. If 77522," = 0, then

agyr = 0, which is absurd. Then, we have that ]Wé% > 1, and |byyer| < |bgyr| < oo and again,
using (8.5) with i = q¥?", we get that Agp2r = bgyor = ﬂéﬁzrbqwr. Again, if Tr((IL)QT = 0, then
agp2r = 0 and by (8.5), it follows that b2 = 0. From (8.7), we reach a contradiction. So, we
must have |7r[5227»\ > 1 and [byysr| < |bgyper| < 00. Proceeding like this, since the value of |bgyer|,
for p € N cannot decrease indefinitely, then we must have that byy- = 0 and so agyr = 0, which
is absurd.

So, the conditions from Lemma 8.1.35 hold when ¢ = ¢.

If we have that v = 27 and |agy—1| < oo, then by (8.5), we have that apyr—1 =
biyr—1 = ﬂ]i:p)r_lbszrq. If the conditions from Lemma 8.1.35 do not hold when ¢ = k, then

using the same argument as above, we obtain agyr-1 = byyr-1 = 0, which is absurd since

(r—1)
20N AT 1] 5 O

Notice that for every ¢ for which the conditions from Lemma 8.1.35 hold, there is some
t
constant B; > 1 such that any product of the form [] A, with ¢ > s is bounded above by B;.
J

=s
Also, we remark that if follows from the proof that for ¢ such that a, # 7T((1T)aq¢r we must have
that 7rqr) # 0, a4 is infinite and agy- is finite.

Theorem 8.1.37. Let ¢ € End(Z™ x F,) be a type II uniformly continuous endomorphism
defined by (a,u) — (aQ,2’\%*), for some k € [m], 1 # z € F,, which is not a proper power
and Q such that a — aQ is uniformly continuous. Consider @, its continuous extension to the
completion. Then every point (a,u) € Zmn is either wandering or periodic.

Proof. Let (a,u) € Zmn. Clearly, if (a,u) is wandering, it is not periodic. To prove the

reverse inclusion, we will consider several cases.

Case 1: u € F,,. Start by supposing that every entry in a is infinite. In this case, (a,u) is

never periodic, so we will prove it is wandering. Take U = B ((a, u); ﬁ), r > 0and (b,v) € U.

We have that, if (b,v) € U, then d(u,v) < ﬁ, which means u = v and for every i € [m], we

have that a; = b;, or a;b; > 0 and |a;|, [b;] > |ul.
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(r—1)
Then, we have that (b,v)p" = <[7r£T)biwr} ] ,z)”rk b’ﬂ””). This means that 7r,(:) >1,
nem

because, if 7'('](:) =0, then F]E:T)bkwr = 0 < |u|, which is absurd. Since |byyr-1| > |u], then

(r—1) _
AT bgyr—1| — 2|w| + ‘)ﬂr,(f 1)bk,¢}r—1

2] > [u]

and (b,v)¢" € U. So, in this case, (a,u) is wandering.

Now, we deal with the case where a has finite entries. Suppose (a,u) is not wandering.
Then, for every neighborhood U of (a,u), we have that Up" N U # ) for arbitrarily large r. Set
J= rar_lg%{\aﬂ, |u|} and consider U = B ((a,u); 2—15) We have that, if (b,v) € U, then u = v and
for i € [m], if @; is finite we have (8.5) and if a; is infinite, then we have (8.6). Take r > m,
(b,v) € U such that (b,v)¢" € U. If a@}| = a, then if ﬂ]gr_l) = 0, we have that

)\ﬂ_('rfl)

By (rfl)b B N R
Tk Rorml =1 =2k YTl = gl

u==z

(r—1)
ATy b

If 77,(;71) > 1, then, since u = z ror=twe have that |by,r—1] < |u| < 0 and 50 ayyr-1 must

be finite by (8.6). Thus, by (8.5), we have that ajyr—1 = byyr—1 and

(r—1) (r—1)
)\7r]C bksz*1 _ Z)ﬂrk

u=z Uyl = qh.

So, we have that if a@] = a, then (a,w) is periodic. If not, then by Lemma 8.1.36, we have that
the conditions from Lemma 8.1.35 hold for every i such that a; # 771(7") a;yr. Thus, the set

X = {j € [m] | the conditions from Lemma 8.1.35 hold for i = j}

is nonempty.

Now, take 7 = max{B; | ¢ € X} and U’ = B ((a,u);Q—}&). Notice that U’ C U and
so Lemma 8.1.36 can be applied. Since (a,u) is nonwandering, there is some r’ > m and
(t/,v") € U’ such that (b’,/v’)gb’”/ € U'. We will prove that a@} = a. Suppose not and take
q € [m] such that a, # 7757" )aqwr/. So ¢ € X and from the proof of the Lemma 8.1.36 it follows

that m(f/) # 0, a, is infinite and agy- is finite. But then, since (¥,v')¢" € U’, we must have
) <0

|7r(grl b | > d7, which is absurd since W((IT/) <7 and ¥
qur q

¢T/ - aqwr

As done above, we can check that a@ = u and so (a,u) is periodic.

Case 2: v € 9F, \ {z°°,27°°}. In this case (a,u) is never periodic, so we will prove it is

wandering. Take § = |w| + max{|z=>° A ul, |27 A u|} and consider U = B ((a,u); 2%) Let
(b,v) € U. We have that |v A u| > ¢ and for every i € [m], a; = b; or a;b; > 0 and |a,|, |b;| > 0.
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So, for every r > 0, we have that (b,v)¢" € U, since

|27 A | + |w] if )\W,E:r_l)bkwrfl >0

(r=1)
PPt Al < <0 if Al b1 = 0
|27 Au| + |w| if )\W](gril)bkwr—l < 0.

Case 3: u € {27, 27>}, Suppose (a,u) is not wandering and assume w.l.o.g. that u = 27,

Suppose first that every entry of a is infinite and consider U = B ((a, u), ﬁ) Take r > m,
(b,v) € U such that (b,v)¢" € U. Denote the first letter of Z by Z;. We have that wZ; is a prefix
of v and for every i € [m], either a; = b; or a;b; > 0 and |a;|, |b;| > |w|.

(-

(r—1) 1
ATy k=1 g0 ATy )bkd)'r*l > 0 and

From (b,v)¢" € U we deduce that wZ; is a prefix of z
Awlgr_l)akWA = +o00, since it has the same sign and every entry of a is infinite. Also, a@] = a
because a;b; > 0 and a;(bg]); > 0, so @] doesn’t change the signs of the entries in b, thus it
also does not change the ones in a. In that case, (a,u)¢" = (a,u) and a is periodic.

To complete the proof, we take (a,27°) such that a has finite entries and suppose it is
not wandering nor periodic. Take 6 = ma>Z<{|ai|} and U = B ((a, 2 T0); 2%) Take r > m and
a; €
(b,v) € U such that (b,v)$" € U. We now consider two subcases:

Subcase 3.1: |ajyr-1| = oco. We have that

(r—1)
HONATE Prert] 5

and so Aﬂ,(cr_l)bkd,rq > 0. Thus, using (8.6) with i = k"', we have that )\7T,(:_1)ak¢r71 >0

and, since |ayy 1| = 0o, we have that z)‘”’(:_l)aw’”* = 2+, Since (a,u) is not periodic, we
have that ap] = [Wl(r)ai¢r]i€[m} # a. Take ¢ such that a, # Tr((f)aqw. By Lemma 8.1.36, we
have that the conditions from Lemma 8.1.35 hold when i = ¢. Thus, the set X = {j € [m] |
the conditions from Lemma 8.1.35 hold for ¢ = j} is nonempty.

Consider § = ma%({|ai|}, 7 = max{B, | ¢ € X} and ¢’ = 2|w| + Aro|Z| and let U' =
a; €
B((a,u); 2%) Since (a,u) is nonwandering, there is some 7’ > m and (¥',v") € U’ such that
(', v")¢" € U'. Notice that U’ C U and so Lemma 8.1.36 can be applied. We will prove that
(a,u)@"” = (a,u), which is absurd.

(' -1)

We start by showing that AR Bkyr =1 = oo Indeed, if |akwr’—1| < 00, then by the last
statement of Lemma 8.1.36, we have that £ € X. Also, we know by (8.5) that b;m/ﬂ’*l = Q-1
SO

)\71—;(:/_1)})/ , (T’*l) , ,
2 kT = 20w| + Ay bkw7./,1]|§| < 2lw|+ AT0|Z| =4,
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which is absurd because (b,v)¢" € U’ implies that

(r'=1),
AT b
ZTONTH i I (8.8)

So this can never happen and so we must have |a;,,v—:| = co. Since we have (8.8), it follows that

Awéﬂfl)bzw,fl > 0. Thus, by (8.6), we have that )\Tr,(:lfl)akwr/_l > 0 and, since [y, | = oo,
' —1)

we have that 2™ %'~ = ;o0
We only have to see that ag] = a. If that is not the case, then there is some g € [m] such
that a, # mgr )a _ By Lemma 8.1.36, we have that ¢ € X, which implies that a, is infinite

and that a - is finite. It follows from (8.6) that Wér/)b; o> 4’ which is absurd since mgr/) <7
and, by (8.5), we have that b’q » <.

le - aqd)’“
Subcase 3.2: |ayyr-1| < co By Lemma 8.1.36, we know that k£ € X. Consider §" = 2|w| +
A Bg|Z| and U" = B((a,u);#). As usual, take " > m and (b”,v") € U” such that
(v, v")@"™" € U”. We have that

)\ﬂ_<7'"*1)b// .
ZTONTE L I
But that cannot happen since
1"
)\ﬂ_(T *1)b// Py
k Mo1| (r""=1)pn 5 "
z ke = 2|w| + |7, bkw”*l”d < 0.

O]

Since Z™ x F}, is compact, every w-limit set is nonempty. Since such a set cannot contain
wandering points, then, for every point, its limit set is a periodic orbit, which means that every

point is asymptotically periodic.

We also remark that most of these results should be easily extended to the product of a free
group with a finitely generated abelian group. So, consider P = Zjy, x ---Z,, for some r > 0
and powers of (not necessarily distinct) prime numbers p;, for i € [r], endowed with the product
metric given by taking the discrete metric in each component. This is a complete space. Take
G =F, XxZ™ x P and ¢ € End(G). We have that a point of the form (1,0,x1,...,x,) must
be mapped to a point of the same form. Indeed, setting (1,0,x1,...,2,)¢ = (w,a,y1,...Yr),
we have that, for p = |P|, (1,0,z1,...,2,)¢ = (1,0,21,...,2,.)P 1y, thus w = wP*! and
a=(p+1)a,sow=1and a=0. It follows that (u,a,p)p = ((u,a)y1, (u,a,p)rps), for some
Y1 € End(F,, X Z™) and 9 : F,, x Z™ x P — P, i.e., the P-component has no influence in the
F,, x Z™-component of the image.
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If we want ¢ to be uniformly continuous, we can see that ¢ must be given by (u,a,p)y =
((u, a)1, pipa), for some 91 € End(F,, x Z") and ¢ € End(P), i.e., the F,, x Z"™-component
has no influence in the P-component of the image. Indeed, for every element x in the basis of
F,, setting (x,0,0,...,0)¢ = (w,a,ny,...n,), we have that every n; must be equal to 0 because
if that was not the case taking € < 1, for every 4, choosing ¢ such that ¢py - - - p, > logQ(%) we
would have that

d((z,0,...0)%"Pr (z,0,...0)P Py < §

but
d((z,0,...0)%1"Prp (2,0,...0)P Prily) =1

and the same happens when we consider an element in the basis of Z™.

Now observe that every point in 19 must be periodic, since P is finite. So, if the dichotomy
periodic vs wandering holds for 11 (in particular, if ¢ is type II), taking a nonwandering point
(w,a,p) € G, we have that (w,a) must be a nonwandering point of 1, thus periodic, and p is
periodic and so (w, a,p) is ¢-periodic.

8.2 Free times free groups

We will now describe the endomorphisms of a direct product of two free groups of finite rank.
We will assume that the ranks of both free groups are at least two since the cases Z? and Z x F},
are free-abelian and free-abelian times free, respectively, and so already known.

8.2.1 Endomorphisms and Automorphisms

In this subsection, we describe the endomorphisms and automorphisms of F;, x F}, and solve
the Whitehead problems for F,, x Fj,.

Endomorphisms

Consider an endomorphism ¢ : F, X Fy;, = F;, x F, defined by (a;,1) — (2;,y;) and (1,b;) —
(zj,w;j), for i € [n] and j € [m]. We define X = {z; |i € [n]}, Y ={y; | i € [n]}, Z = {z; |
j € [m]} and W = {w; | j € [m]}. We say that these sets are trivial if they are singletons
containing only the empty word and nontrivial otherwise.

For ¢ to be well defined, we must have that z;z; = z;x; and y;w; = w;y;, for every i € [n]
and j € [m]. By [70, Proposition 1.3.2], we have that two words in a free group commute if and
only if they are powers of the same word, thus, for every (i,j) € [n] x [m], we have

=1V z;=1V (Jue F,\{1}3pi,r; € Z\ {0} : xy = uP' AN zj = u'7) (8.9)
and a similar condition holds for y; and w;:

yi=1Vwj=1V (3veF,\{1}3q,s; € Z\{0}:y; = v ANw; =0v%) (8.10)
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Lemma 8.2.1. Suppose X and Z are nontrivial. Then, there is some 1 # u € F,, such that
XUZC{uF|keZ}. Similarly, if Y and W are nontrivial, then, there is some 1 # v € F),
such that Y UW C {v* | k € Z}.

Proof. Just consider X = X \ {1} and Z = Z \ {1} which are both finite sets and apply (8.9)
or (8.10) . 0

So, we will consider several different cases:
(I) All sets X,Y, Z and W are nontrivial
(IT) X is the only trivial set
(ITI) Y is the only trivial set
(IV) X and Y are the only trivial sets
(V) X and Z are the only trivial sets
(VI) Y and Z are trivial sets
(VII) X and W are trivial sets.

These cases are sufficient since every other case is analogous to one of the above, by swapping
order of the factors (notice we are not assuming any relation between m and n). Indeed, if W
is the only trivial set, we reduce to the second case; if Z is the only trivial set, we reduce to the
third case; if Z and W are the only trivial sets, we reduce to the fourth case; if Y and W are
the only trivial sets, we reduce to the fifth case. If three or more sets are trivial, then we must
fall into one of the two last cases.

We define P={p, € Z|iecn]},Q={gc€Z|icn]},R={r; €Z]|jec[m]}and
S ={s; € Z|j e [m]}, where p;,g;,rj,s; are the numbers from (8.9) and (8.10). So, matching
the numeration above, ¢ must have one of the following forms:

(I) (@i, 1) = (uPi,v%) and (1,b5) — (u'7,v%), for some 1 # u € F,, 1 # v € F};, and integers
Di» i, 7, Sj € Z for (i,j) € [n] x [m], such that P,Q, R, S # {0}.

(II) (as,1) = (1,0v%) and (1,bj) — (zj,v%), for some 1 # v € Fy,, z; € F, and integers
¢i, 85 € Z for (i,7) € [n] x [m], such that @, S # {0} and Z # {1}. We will denote by ¢
the homomorphism from F, to F,, mapping b; to z;, j € [m].

(III) (@i, 1) — (uP?,1) and (1,b5) — (u'7,w;), for some 1 # u € F,, w; € F,, and integers
pi,1; € Z for (i,7) € [n] x [m], such that P, R # {0} and W # {1}. We will denote by ¢
the endomorphism of F,,, mapping b; to w;, j € [m].

(IV) (as, 1) — (1,1) and (1,b5) — (zj,w;), for some (zj,w;) € Fy, x Fy, such that Z, W # {1}.
We will denote the component mappings ¢ : F,,, — F,, and ¢ € End(F,,), defined by
bj — z; and b; — wj, j € [m], respectively.
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(V) (a;,1) = (1,v%) and (1,b;) — (1,v%), for some 1 # v € Fy,, and integers g;, s; € Z for
(1,7) € [n] x [m], such that @, S # {0}.

(VI) (as,1) — (x;,1) and (1,b;) — (1,w;), for some z; € F,, and w; € F, for (i,j) € [n] x [m].
We will denote the component mappings ¢ € End(F,,) and ¥ € End(F,,), defined by
a; — x;, 1 € [n] and b; — wj, j € [m], respectively.

(VII) (as,1) — (1,v;) and (1,b;) — (24, 1), for some y; € F, and z; € F, for (i,7) € [n] x [m].
We will denote the component mappings ¢ : F,, — F,, and ¢ : F,, — F,, defined by
a; — yi, © € [n] and bj — z;, j € [m], respectively.

For (i,7) € [n] x [m], we define \; : F}, — Z as the endomorphism given by aj — d;; and
7j + Fypy — Z given by by + 4, where d;; is the Kronecker symbol.

Automorphisms
We are now able to describe the automorphisms of F), x F,.

Proposition 8.2.2. An endomorphism ¢ : F,, x F, is surjective if and only if it is of type
VI or type VII such that the component mappings ¢ and ¥ are surjective. An endomorphism
p : F, x F,, is injective if and only if it is of type VI or type VII such that the component

mappings ¢ and 1 are injective.

Proof. 1t is easy to check that type I, II and III endomorphisms are neither injective nor
surjective.

A type IV endomorphism ¢ is never surjective: we have that F,, is in the kernel of ¢ and
there is no surjective homomorphism from F, to F,, x F,,: F, X Fy, surjects to Z™*™ (through
abelianization) which has rank n+m. Also, it is never injective since for every (z,y) € F), X Fi,,
we have that (1,y)¢ = (z,y)p.

Type V endomorphisms are clearly not surjective, since for every 1 # u € F,,, we have that
(u,1) € Im(p). Also, (araz, )¢ = (1,v07%2) = (azay, 1)y, so it is not injective.

It is obvious that a type VI endomorphism is surjective (resp. injective) if and only if both
¢ and 1) are surjective (resp. injective) and the same holds for type VII endomorphisms. [

Corollary 8.2.3. ¢ € End(F,, x F,,) is an automorphism if and only if one of the following
holds:

1. ¢ is a type VI endomorphism such that both ¢ and ¥ are automorphisms.

2. n=m and @ is a type VII endomorphism such that both ¢ and ¢ are automorphisms.

Corollary 8.2.4. Let m,n # 1, 0,, € Aut(F,, X F},) be the involution defined by (z,y) — (y,x).
If n = m, then
Aut(F, x Fp,) = Aut(F,) x Aut(Fy,).

If n =m, then Aut(F, x F,) is the semidirect product of Aut(F,) x Aut(F,) and (0,).



160 Direct products of free groups

Proof. 1f n # m, the claim follows from Corollary 8.2.3.

Suppose now that n = m and denote by Autg(F, x F,,) the subgroup of Aut(F,, x F,)
whose elements are type VI automorphisms and by Aut(F, x F,) the subset of type VII
automorphisms. It is easy to check that Autg(F,, x F,) = Aut(F,) x Aut(F,) is a normal
subgroup of Aut(F,, x F,) of index 2, so, since #,, has order 2, we have that Aut(F, x F},) is
the semidirect product of Aut(F,,) x Aut(F,) and (6,). O

Corollary 8.2.5. Aut(F,, x F,,) is finitely presented. O
Corollary 8.2.6. F,, x F,, is hopfian but not cohopfian.

Proof. If p € End(F,, x F,;,) is type VII and surjective, then m = n and the component mappings
are surjective endomorphisms of F,. Since F;, is hopfian, we have that the components are
injective, so ¢ is injective. If ¢ is type VI, then the component mappings ¢ and 1 are surjective
endomorphisms of F, and Fy,, respectively, thus injective and we have that ¢ is injective.

It is not cohopfian since neither F;, nor Fj, are cohopfian. Indeed take ¢ and v injective and
nonsurjective endomorphisms of F,, and F;, respectively and consider the type VI endomorphism
¢ € End(F,, x F,,) defined by taking ¢ and v as the component mappings. We have that ¢ is
injective but not surjective. O

Whitehead Problems

We denote by Mon(G) the monoid of monomorphisms (i.e., injective endomorphisms) of a
group G.

In [34] and [35], the author generalizes the techniques from Whitehead and applies them to
partially commutative groups, being able to solve WhPa,(G), when G is partially commutative,
which obviously solves WhPayu(F,, X Fy,). Also, since it is possible to solve equations in such
groups (see [39]), WhPgna(F,, x Fp,) can also be seen to be decidable. The author is not
aware of any previous result implying the solution of WhPyion(Fy, X Fy,). We will present an
alternative way to solving the Whitehead problems using the classification of endomorphisms

already achieved and the already known solution of the problems for free groups.
Theorem 8.2.7. Forn > 2:

1. ([103]) WhPaw(Fy,) is solvable

2. ([31]) WhPyion(Fy) is solvable

3. ([72]) WhPgna(Fy,) is solvable

Corollary 8.2.8. Given m,n € N, free groups F,,, F,, and elements u € F,, v € F,,, the
problem of deciding whether there exists a homomorphism ¢ : F,, — F,, such that u¢ =v and

in case it does, finding it, is decidable.
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Proof. If n = m, we have the Whitehead problem WhPgnq(F),) for free groups, which is
solvable.

If n < m, then consider ¢ : F,, — F};, to be the natural embedding. Then, we can decide if
we have an endomorphism ¢ € End(F,,) such that uyp = v. If it exists, then we take ¢ = 1.
If there is no such ¢, then there is no ¢ : F;, — F,,, such that u¢ = v. Indeed, if there was some
¢ : F, — F,, such that u¢ = v, defining ¢ € End(F},) to be the endomorphism that maps the
first n letters in the basis of F, through the endomorphism induced by ¢ and the m — n extra
elements in the basis of F},, to 1, we would have that ¢ = .

In case n > m, we proceed in a similar way, extending the codomain instead of the
domain. So, take ¥ : F,,, — F), to be the natural embedding. If there exists a homomorphism
¢ : F,, — F,, such that u¢ = v, then ¢ is an endomorphism of F}, such that u¢yp = vip. Now,
suppose that there is an endomorphism ¢ € End(F},) such that up = vi. Consider 6 : F,, — F,
such that ¢80 = id. It follows that, putting ¢ = @6, we have that u¢p = v. O

Following the proof for free groups monomorphisms in [31] step by step, the same result
follows when the free groups have different ranks.

Corollary 8.2.9. Given m,n € N, free groups F,,, F,, and elements u € F,, v € F,,, the
problem of deciding whether there exists an injective homomorphism ¢ : F,, — F,, mapping u
to v is decidable.

We remark that, given u € F,,, we can compute U = {k | 3o € F, : u = a¥}.

Proposition 8.2.10. WhPyu(F, X F), WhPyion(Fr, X Fp,) and WhPgna(F,, X Fy,) are
solvable.

Proof. Let (z,y),(z,w) € F, X F,,. We want to check if there is an endomorphism (resp.
monomorphism, automorphism) ¢ such that (z,y)p = (z,w).

WhPaw(F, x Fp,) follows directly from Corollary 8.2.3 and condition 1 in Theorem 8.2.7.

For WhPyion(Fy, X Fp,), we decide if there is a monomorphism of type VI and if not, we
check if there is a monomorphism of type VII. For type VI endomorphisms, it follows from
Proposition 8.2.2 and condition 2 in Theorem 8.2.7. For type VII monomorphisms, we use
Proposition 8.2.2 and Corollary 8.2.9.

For WhPgna(Fn X F,), we will check if there is a type I endomorphism such that (z,y)p =
(z,w). If there is, we stop. If not, we check the existence of a type II endomorphism. If there is
one, we stop. If not, we check the existence of endomorphisms of a type III endomorphism, and
SO on.

So, we want to check if, given (z,y), (z,w) € F,, x F,,, there is a type I endomorphism ¢
such that (z,y)¢ = (z,w), i.e., if there are uw € F,,, v € Fy,, p; € Z, ¢; € Z, rj € Z and s; € Z,
for (i,7) € [n] x [m] such that

> Xi@pit Y. Ty
5 — €] j€[m]

ST Ai@a+ Y mi(y)s;
w = U’iE[n] JE€[m]
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We compute the values of \;(z), 7j(y) for (i,7) € [n] x [m], Z = {k | Ja € F, : z = &*} and
W ={k|3a € F,, : w=a*}. Then for every (k,£) € Z x W we see if the linear Diophantine
system

k= > ANi(x)pi+ > 7(y)r;

i€[n] JE€m]
(=3 XN(@)a+ > 7i(y)s;
i€[n] J€[m]

has a solution on p;, g;,;, s;. If it does, then there is an endomorphism given by the solution of
the system together with u,v such that u* = z and v = w. If not, there is no endomorphism
and we check the existence of a type II endomorphism.

To check the existence of such a type II endomorphism, we use Corollary 8.2.8 to check if
there is an endomorphism ¢ : F},, — F,, such that z = y¢. If there is not, then we stop and
see if there is a type III endomorphism. If there is, we compute the values of \;(z), 7;(y) for
(i,7) € [n] x [m] and W = {k | Ja € F,, : w = a¥}. Then for every k € W, we see if the linear
Diophantine equation

k=Y X(@a+ Y mi(y)s;
i€[n] Jjelm]

has a solution on ¢;, sj. If it does, then there is an endomorphism defined by

> Ail@ait Yo (B)s;
(0475) = B¢7vi€[n] jetml )

for v € F}, such that w = v*. If not, there is no endomorphism.

The type III case is entirely analogous to the type II.

Type IV reduces to Corollary 8.2.8 and condition 3 in Theorem 8.2.7.

Type V follows from decidability of the word problem in F, and the same argument as
above for the second component.

Type VI follows from condition 3 in Theorem 8.2.7 for F;, and Fj,.

Type VII follows from Corollary 8.2.8. O

Remark 8.2.11. In the multiple Whitehead problem, we are given two k-tuples of elements
of F, X Fu, (91,---,9%) and (hi,...,hg), and we want to decide whether there exists an
endomorphism (or monomorphism or automorphism) that maps the g; to h;, for all i € [k]. We
remark that, proceeding as above and using the corresponding known results for free groups, the
multiple Whitehead problems for endomorphisms, monomorphisms, and automorphisms are
also decidable in Iy, X F,,.

8.2.2 Fixed subgroup of an endomorphism

In this subsection, we aim at giving conditions for the fixed subgroup of an endomorphism to
be finitely generated. We will deal with each type of endomorphisms one by one. We now state
the main result from this subsection.
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Given a Diophantine equation Zle a;z; = 0, we denote its solution set (as a subset of Z)
by Sol(32¥_, a;x;). Also, we denote the abelianization map by p : F,, — Z™.

Theorem 8.2.12. Let ¢ € End(F,, x F,,). Then, Fix(p) is finitely generated if and only if
one of the following holds:

1. pisatype I, II, IV, V, VI or VII endomorphism

2. ¢ is a type III endomorphism such that Y A;j(u)p; # 1
i€[n]

3. @ is a type III endomorphism such that Y A;(u)p; =1 and
i€[n]

rk ((Fix(¢))p N Sol ( > orjay = O)) = rk((Fix(¢))p),

J€[m]

4. @ is a type III endomorphism such that > X\i(u)p; = 1 and Fix(¢) =1
i€[n]

5. ¢ is a type III endomorphism such that % Ni(u)p; =1, Fix(¢) is cyclic, (Fix(y))p # 0
i€[n]

and (Fix(¢))p N Sol ( Y rixy = 0) =0

J€[m]

Type I endomorphisms

We will study the fixed point subgroup of such an endomorphism. To start, we obviously have
that a fixed point (u,v) € F,, x F,,, must be of the form (u?,v’) € F,, x F,, for some a,b € Z.
For i € [n], we have that ¢ is defined by

@) ( Yo Ai@pit Y Ty Y Ni@at Y Tj(y)Sj)
Z‘,y — .

i€l JE€[m] ) i€ln] J€[m]

For z € F,,y € Fy,, we denote . \i(z)p; by z¥; X 7j(y)r; by % > A\i(2)q; by z@
i€[n] Jj€m] i€[n]
and Y 7;(y)s; by y°. We will keep this notation throughout this section.
j€lm]
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So
a= X Mpi+ X 1)
(ua,vb) € Fix(p) «— i€ln] J€lm] )
b= > Ni(u*)gi+ > 7(v°)s;
i€[n] J€[m]
a = aut + bl
<
b= au® + bv’

a<—1+up)+va:0
= auQ+b(—1+vS):0

So, consider the matrix given by

—1+uf ot

M
u® —1+0°

90:

and we have that Fix(¢) = {(u%,v?) € F, x E,,, | (a,b) € Ker(M,)}. It is in fact isomorphic
to Ker(M,) as a subgroup of the free-abelian group Z?, which is finitely generated and has a
computable basis. In particular, if det(M,,) # 0, we have that the fixed subgroup of ¢ is trivial.

Type II endomorphisms

Consider a homomorphism ¢ : F;,, — F;, given by b; — z;, j € [m]. Then, we have that ¢ is
defined by
Do Ai@ait Yo Ti(y)s;
(@,y) = | yo, v setm] :

So a fixed point must be of the form (v°¢,v?), for some b € Z. We have that

(vbgzﬁ,vb) € Fix(p) «<— b= Z )\i(vb¢)q¢ + Z Tj(vb)sj

i€[n] j€[m]
<~ b (—1 + (vp)@ +US) =0
So, if (v¢)? 4+ v¥ # 1, we have that Fix(y) is trivial and otherwise, Fix(y) is given by
{(vbp,v%) € F, x Fy, | b€ Z} & 7.

Type III endomorphisms

Consider ¢ € End(F},,) given by b; — wj, j € [m]. Then, we have that ¢ is defined by

ST Ai@pit Y, T(y)r;
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So a fixed point must be of the form (u®,y) € F,, x F,, for some a € Z. We have that

(u®,y) € Fix(p) <= a= Y X(u")pi+ Y m(y)r; A y€Fix(¢)
= j€m)

= a(—1+up)+yR:0 Ay € Fix(9)

So, if > Ai(u)p; # 1, then putting
1€[n]

G = {y € Fix(¢) ‘ (1 — uP) divides yR} < Fix(¢)

we get that

Fix(p) = {(ulyup,y> |y € G} ~@.

We now prove that G is always finitely generated. Set
H = {y e F,, ’ (1 — uP) divides yR} < F,.

We have that G = Fix(¢) N H and Fix(¢) is finitely generated.
The subgroup H has index |1 —u”|, and so it is finitely generated. Indeed, it follows from
the fact that 7; is a homomorphism for every j € [m], that

m

m m
(@) = mi(ay)r; = 7@y + > 7(y)r; =2 + "
j=1 7j=1 j=1

holds for all z,y € F,,, and so H = {z € F},, | x =,_,r z}. Since free groups are Howson, we
have that G is finitely generated.

If, on the other hand, > \;(u)p; = 1, putting
i€[n]

JE€m]

H= {y € Fix(¢) | > mi(y)r; = 0} < Fix(¢),

we have that
Fix(p) = {(u",y) |y€ Hia € Z} 2 Z x H

and it is finitely generated if and only if H is finitely generated. Notice this might not be the
case. Indeed, if m =2, r; =1, ro = —1 and ¢ = Id, we have that

H = {y € Fix(¢) | Y mi(y)rj = 0} ={yec R |ny) =@}

J€[m]

The language it defines is not rational, so, by Theorem 2.3.1, H is not finitely generated.
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Observe that, since 7;(uvu=t) = 7;(v) for all u,v € F,,, j € [m], then H is a normal
subgroup of Fix(¢) (not of F,,) and so it is finitely generated if and only if it is trivial or has
finite index in Fix(¢). Consider the restriction p’ : Fix(¢) — (Fix(¢))p of the abelianization
map p. Since zp = (11(z),...,Tm(x)), we have that

Hp' = (Fix(¢))p' N Sol ( > orjay = 0)

[m]

Also, H = Hp'p'~!: the fact that H C Hp'p'~! is obvious and we have that Hp/p'~! C H
because Ker(p') C H. By [36, Lemma 3.2 (ii)], we have that H = Hp/p’~! has finite index in
Fix(¢) if and only if Hp' has finite index in (Fix(¢))p/, i.e. if and only if condition 3 holds:

rk ((le )p N Sol ( Z riT; = O)) = rk((Fix(¢))p)-

J€[m]

Now, we will describe the cases where H is trivial. Since Ker(p') C H, if H is trivial then p’
is injective. If rk(Fix(¢)) > 2, then p’ cannot be injective since the commutator of two free
generators is mapped to 1. Thus, p’ is injective if and only if Fix(¢) is trivial or Fix(¢) is cyclic
not abelianizing to zero.

Also, if Fix(¢) is trivial (condition 4), then obviously H is trivial and if Fix(¢) is cyclic not
abelianizing to zero, then H is trivial if and only if Hp' is trivial (condition 5).

Although the set of reduced words in H might not be a rational language, we can prove
that it is always a context-free language constructing a pushdown automaton recognizing
H = {y €EFn| X Tiyr;= O}. Since the words in Fix(¢) form a rational language, and

j€lm]
H = H' NFix(¢), it follows that H is context-free, since context-free languages are closed

under intersection with rational languages. To do so, consider I' = {z, X, X "'} to be the stack
alphabet and z to be the starting symbol. When b; is read, if r; is positive, then if the top
symbol of the stack has X or z, we add X" to the stack. If the stack has at least r; X ~’s on
the top, we remove them and if there are k < r; symbols X! at the top, we remove them and
add X"~k If r; is negative, we do as above switching X and X ~!. Whenever bi_1 is read, we
do the same switching X and X ~'. If we read the starting symbol and have nothing to add, we
reach a final state. This way, only a finite amount of memory is required, so H' is context-free.
By Lemma 2.3.7, we have that H € CF(Fy,).

Type IV endomorphisms

Consider ¢ : F,, — F;, defined by b; — z;, j € [m] and ¢ € End(F},,) given by b; — wj, j € [m].
Then (x,y)e = (y¢,yy). In particular, Fix(p) = {(y¢,y) € F, x F,, | y € Fix(¢)} which is
finitely generated. In fact, it is isomorphic to Fix(¢)) which is finitely generated and from
Theorem 2.2.3, it has a computable basis.
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Type V endomorphisms

In this case, we have that ¢ is defined by
ST Ai@a+ Y (y)s;
(xz,y) — [ 1,vcM g€m] .

In particular, we get that a fixed point must be of the form (1,v?), for some b € Z. We have
that
(1,v°) € Fix(p) <= b=5b Z 7;(v)s;.
j€[m]
It follows that, if v® = 1, then Fix(p) & Z, since it is given by {(1,2°) | b € Z}. If v° # 1, then
Fix(¢p) is trivial.

Type VI endomorphisms

This case reduces to the free group case, since we have that ¢ is given by (z,y) — (z¢,y1), for
some ¢ € End(F),) and ¢ € End(F},,). It follows that Fix(¢) = Fix(¢) x Fix(¢)), and so it is
finitely generated and, from Theorem 2.2.3, it has a computable basis.

Type VII endomorphisms

This case is also similar to the previous, since we have that ¢ is given by (x,y) — (yu, x¢),
for ¢ : F,, — F,, defined by a; — y;, ¢ € [n] and ¢ : F,, — F, defined by b; — z;,
j € [m]. So a fixed point must be (x,y) such that x = yy and y = x¢ and so = = ¢y
and y = yyé. So, Fix(p) C Fix(py) x Fix(ypp). Also, for z € Fix(¢), we have that

(z,2¢)p = (xd9,2¢) = (z,2¢). Similarly, we have that (yi,y)e = (y¢,y) for y € Fix(¢¢).
So,

Fix(p) = {(z,z¢) | z € Fix(¢9)} = {(y,y) | y € Fix(v9)} = Fix(¢y) = Fix(v¢)

and thus it is finitely generated and, from Theorem 2.2.3, it has a computable basis.

We remark that this also yields a somewhat trivial proof that, for homomorphisms ¢ : F;, —
F,, and v : F,,, — F,, the restrictions of ¢ and v are explicit (mutually inverse) isomorphisms
between Fix(¢1) and Fix(¢¢).

Since all the calculations above are explicit, we obtain the following algorithmic corollary.

Corollary 8.2.13. There is an algorithm which decides whether the fixed subgroup of a given
endomorphism ¢ € End(F, x F,,) is finitely generated, and computes a set of generators

(recursively, in the infinite case).

In the case of free groups, all endomorphisms have a finitely generated fixed subgroup,
where in the case of free-abelian times free groups not even all automorphisms have a finitely
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generated fixed subgroup (see [36, Example 6.4]). In this class of groups, we have a situation in
between these two situations.

Corollary 8.2.14. Let ¢ € Aut(F,, x Fy;,). Then, Fix(y) is finitely generated.

Also, since the proof above is constructive, we can describe finitely generated fixed subgroups
of endomorphisms of F), X F,.

Corollary 8.2.15. Let ¢ € End(F,, X Fy,). Then:

1. if Fix(yp) is finitely generated, then Fix(p) is a direct product of free groups of finite rank;

2. if Fix(p) is not finitely generated, then there is some K € CF(F,,) such that Fix(p) =
(uy x K, where u is the word given by the (type III) endomorphism .

Proof. If ¢ is a type I endomorphism, then the fixed subgroup must be a subgroup of Z? and so
it must be trivial, infinite cyclic, or isomorphic to Z2. For type II endomorphisms, Fix(p) must
be trivial or isomorphic to Z. For type III endomorphisms such that > A;(u)p; # 1, Fix(¢p) is

i€[n]
a finitely generated (in fact, finite index) subgroup of F,, and so it is a finitely generated free

group. If > A;(u)p; = 1, then it is isomorphic to Z x H, where H is either trivial, a subgroup
i€[n]
of a free group (hence free) or context-free. For type IV endomorphisms, Fix(y) is isomorphic

to the fixed subgroup of an endomorphism of F,,. For type V endomorphisms, Fix(¢) must be
either isomorphic to Z or trivial. For type VI endomorphisms, it must be a direct product of
fixed subgroups of endomorphisms of free groups and finally, for type VII, it is isomorphic to a
fixed subgroup of an endomorphism of Fj,. O

8.2.3 Periodic points

The purpose of this subsection is to describe the cases where Per(y) is finitely generated. We

will proceed as in the previous subsection, dealing with each type of endomorphisms one by

one. We start by recalling that, in the case of free groups, periodic points have their period

bounded by a computable constant depending only on the rank of the free group (see Corollary

4.4.2). We will denote by P,, the constant that bounds the periods for endomorphisms of F,.
We now state the main result of this subsection.

Theorem 8.2.16. Let ¢ € End(F,, x F,,). Then, Per(p) is finitely generated if and only if
one of the following holds:

1. pisatype I, II, IV, V, VI or VII endomorphism

> Ai(w)p;

i€[n]

2. v is a type 11l endomorphism such that #1

S Ni(w)pi| = 1 and Fix(e®@P)Y s finitely

i€[n]

3. @ is a type III endomorphism such that

generated.
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Type I endomorphisms

Consider a type I endomorphism given by

S xi@pit Y, m@rs > @at Y. m(y)s;
(z,y) — .

wi€) j€lm]  pi€i] j€lm]

We start to determine the orbit of a point (z,y) € F, x F,,. Define sequences in Z by
ar(z,y) = 2P +yf bi(z,y) = 294y and an11 (2, y) = an(z, y)ul +b,(z, y)vf and b1 (z,y) =
an(z,)u® + by (x,y)vS. We have that, for every k > 0, (z,y)o* = (u®@¥) (@) Indeed,
for k = 1, we have that (z,y)p = (u® @) P1@¥)) Assume that (z,y)¢" = (utr @) ybr@y),
for every r < k. We have that

(2, 9)" ! = (2, y)pFp = (u=Y) WPrE0),

R

— (yar @l (@) a(@y)ud+b(zy)S
= (u v )

— (uakJrl(zvy)’ Ubk+1(ff’y))‘

p_ P

Clearly, a periodic point must be of the form (z,y) = (u%,v?). In this case, au’,

yft = boft, 29 = aqu® and yS = W, so putting ag = a, bg = b, apy1 = anut + b,vft and
bni1 = anu® + bv°, we have that (u®,v?)* = (u®,v%). Defining the matrix

o lug v?]
uc v

and denoting also by M, the endomorphism of 7?2 defined by the matrix, we have that
Per(p) = {(u®, ") € F, x Fy, | (a,b) € Per(M,)} = Per(M,),

which is finitely generated, as every subgroup of Z?2.

Type II endomorphisms

Consider a type II endomorphism defined by
ST Ai@at+ D>, m()s;
(2,y) = [yo, 00 s .

We want to study the orbit of a point (z,y) € F,, x F,,. We define a sequence of integers (a,)n
by a1(x,y) = 22 +y°, as(x,y) = a1(z,y)v° + (y¢)¥ and for n > 2, a,(v,y) = an_1(x,y)v° +
an—2(z,y)(v))?. We will now prove that, for k > 2, we have that (z, y)@F = (v%-1(@Y) ¢, @),
For k = 2, we have that

(2, 9)¢% = (yo, 0™+ )p = (v EV g, WA Far @™y = (yur@w) g ya2(ew)),
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Now, assume the statement holds for every r < k. We have that

(z,y) "t = (v-1@Y) g (@) = (yar(@Y) g k-1 (@) ()P Far(@y)v?)

(vak(x,y)¢’ ,Uak+1(x,y)).

So, a periodic point has the form (v°¢,v%), for a,b € Z.
Suppose that v¢p # 1 and consider

H = {(b,a) € Z* | (v°¢,v*) € Per(y)}.

Clearly, H is a subgroup of Z?, thus finitely generated and Per(y) = H.
Now, if v¢ = 1, then a periodic point must be of the form (x,y) = (1,v%) which is isomorphic
to a subgroup of Z, hence finitely generated.

Type III endomorphisms

As in the fixed point case, the subgroup of periodic points of a type III endomorphism is more
complex than the subgroup of periodic points of endomorphisms of other types. In particular,
it might not be finitely generated, as seen in the fixed point case.

Clearly, a periodic point must be of the form (z,y) = (u®*, w) € F,, X F,,. We will prove by
induction on k that

k—1
a(uP)k+ Z (w¢t)R(uP)k—t—1
t=0

(u®, w)p™ = [ u ,wek | (8.11)

auP+wR

For k = 1, we have that (u®, w)p = (u
r < k. We have that

,wp). Now, assume the statement holds for every

a(uP)k_i_ki:l(wd)t)R(uP)kftfl
t=0

(u, W)t =(u®, w)pt o = | u wek | @
<a(uP)k+kZl(w¢t)R(uP)k—t—1>uPJr(wd)k)R
=|u i—0 7w¢k+1

k
a(uP)k+1+Z (w(bt)R(uP)kft
= u t=0 ,'U)

If u” =1, then put

t=0

smy—1
H = {yeper(¢) [3s>0: ) (y¢t)R:0},
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smy—1

where 7, denotes the period of y. Observe that for s > 0, y € Per(¢), we have that > (y¢')ft =
=0

Ty —1

s 2 (yo")",
my—1
H=qyePer(d)| > (yo")" =0,
t=0
We have that Per(y) = {(u*,w) |w € H,a € Z} = Z x H, and we know that H might not be

finitely generated, as seen in the fixed points case.

Moreover, it follows that if (u®,y) is periodic, then its period is equal to the period of y,
which is bounded by P,,, and so, in this case, Per(p) = Fix(om'") = Fix(p(2Fm)').

If uP = —1, we will consider two cases. Let y € Per(¢) with even period 7y and take a € Z
and s > 0. We have that

smy—1

. at Y (yot)B(—1)tt1
(u,y)p*™ = [u =0 Y

So, (u®,y) € Per(yp) if and only if there is s > 0, such that

smy—1
> (-1 =0
t=0
Since,
smy—1 y—1

(ye") (1) =5 Z (yo!) R (1),
then putting

my—1
H:{yGPer( \Try_QOAZ D+ (yoh) B }

we have that
(u,y) € Per(¢) <= y € H.

It follows that, in this case, the period of (u%,y) is the same as the period of y, which is
bounded by P,,, and so, in this case, Per(p) = Fix(p!™') = Fix (o).

Now, let y € Per(¢) with odd period 7, and take a € Z and s > 0. Then

27ry 1
a+ Z t+1 y¢t)R
u o t=0 | = (uy),

2my _

(u®,y)p

and the same equality is not true with any other positive exponent smaller than 2m,.
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So, Per(p) = {(u®,y) € F, x Per(¢) | y € HV m, =2 1}. Notice that, if every periodic point
of ¢ has odd period, then Per(yp) is finitely generated, since in that case, Per(y) = Z x Per(¢).
However, it might be the case where Per(¢) is not finitely generated. For example, let m = 2
and ¢ € End(F>) defined by a +— b and b — a. Then Per(¢) = F,,, and every point has even
period. If r1 =1 and r9 = —1, then

H={yeF|—y"+@ys)" =0}
={y € Iy | —M(y) + Xa(y) + A2(y) — Mi(y) = 0}
={ye | M(y) — A(y) =0}

which is not finitely generated.

In this case, if (u®,y) is periodic, then its period is at most 27, which is bounded by 2P,
and so, in this case, Per(¢) = Fix(go(QP'")!).

In case |u”’| # 1, we will show that Per(y) is always finitely generated. To do so, we start
by proving that if ¢ is a type III endomorphism such that [u”| # 1, then for every k > 0, we
have that ¢* has finitely generated fixed subgroup. Indeed,

k—1
_ > (bj¢h) F(uP)rtt
(a;, )" = (upi(up)k " 1) and  (1,b;)p" = | ui=0 ’ bk |
so if ¢* is a type III endomorphism, then
> Niwpi(u”) ) = [@h)F| £ 1.
1€[n]

So, we know that Fix(p¥) is finitely generated for every k& > 0. We will now show that there is
a bound for the periods of periodic points of ¢. To do that, we will show that the period of
(u®, w) is the same as the period of w through ¢, 7, which is bounded by P,,. This suffices to
prove that Per(y) is finitely generated since, in this case

Pp!
Per(p) = | J Fix(¢"),
k=1
which is a finite union of finitely generated groups.

We have that

(u®, w)e"® = (u,w) = k = sm,, for some s > 0.
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By (8.11) putting

SwTw—1
S = {w € Per(¢) | 3sw € N : (1 — (ul)**™) divides Z (w(ﬁt)R(uP)Sw”wtl} ,
t=0

we have that

SwTw—1

Z (weh) B (uPyswmw—t=1
t=0
Per(p) = { | u L= (@P)swmw w|lwesS

Now, for w € S, reordering the summands, we have that

SwTw—1

Z (w¢t)R(uP)swww—t—1

t=0
is equal to

wR(uP)swﬂ'w—l + ('UJQS)R(U/P)SU)T(U)_Q 4ot (w(bww—l)R(uP)(sw—l)yrw
+wR(uP)(sw71)7rwfl + (w(b)R(uP)(swfl)frwa 4t (w(bwwfl)R(uP)(swa)ﬁw
+U)R(UP)7F“’_1 + (w¢)R(uP)7rw—2 Feet (’wqbﬂ—“’_l)R
:wR Z(UP)twwfl + (w¢)R Z(up)tﬂwf2 4t (quwwfl)R Z(UP)(tfl)ﬂw
=t =1 =1

T O S (0 i Ry Pyma—2 L= (@)™ ru—1yr 1= (uh)eme
—o) 1 — (uP)me + we) ) 1 — (uP)me ot (wd ) 1— (uf)mw

So, we have that

Selul e e 1= (@) (el
S (wgt) R () :<Z<w¢> (u")" )

1 — (uf)mw

t=0 t=0
and )
1 — (uP)*™ divides Z (wh) (uf)swmw=t=1
t=0
if and only if
Tw—1
1 — (uf)™ divides Z (we!) B(uf)me—t=1
t=0

which is a property of w that does not depend on s,,.

So, we proved that given a periodic point (u®, w), we have that the existence of s > 0 such
that (u® w)e*™ = (u®* w) depends only on w and if there is one, then (u®, w)e*™ = (u*, w)
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for every s € N. Thus, the period of (u*, w) is equal to the period of w through ¢, which is
bounded.

Type IV endomorphisms

It is easy to see by induction that (u,v)@" = (vy)"1¢,vp"), for every r > 0. Indeed, it is true
for r = 1 and if we have that (u,v)¢" = (v¥" "1, vy"), then

(u,0)" T = (Y"1, vy ) = (VY7 P, vy ).

So Per(p) = {(yy¥™ '¢,y) | y € Per(¢))} = Per(1)), where m, denotes the period of y through
1.

Type V endomorphisms

Consider a type V endomorphism ¢ defined by

ST Ai@a+ Y Ti(y)s;

We prove by induction that (z,y)p* = (1, v(wQJ“ys)(”S)kil). For k = 1, it is clear it holds. Now,
assume the statement holds for every r < k. We have that

(2, 1) =(2,y)e"p = (1,0 I o = (1,0 D).
So, a periodic point must have the form (1,v%) for some b € Z. In this case,
(1,Ub)(pk _ (LUMS(US)k—l) _ (1’ vb(vs)k) '

So, if v¥ ¢ {—1,1}, then, Per(y) is trivial. If v° € {—1,1}, then Per(p) = Z.

Type VI endomorphisms

We have that (x,y)gok = ($¢k,?ﬂ/1k)a SO

Per(y) = Per(¢) x Per(v).

Type VII endomorphisms

Consider an endomorphism ¢ defined by (z,y)p = (y¥, x¢), for ¢ : F,, — F,, and ¢ : F,,, — F,.
We will prove by induction that for k € N, (z,y)p?* = (2(¢)¥, y(v¢)F) and (z,y)p?*+!
(y(1p)F1, 2(p))F¢). We have that (x,y)e = (y, xp). Now suppose the claim holds for (z, i)

<



8.2 Free times free groups 175

for every r up to some k. We have that

(1)), if J s even
%w,w(w)%qﬁ)% if k£ is odd
), if k+11is odd
(x(P) 2, y(ibcf))Tl), if K+ 11is even

(2, 9)" = (2,9)¢ 0 = {Ex((w;

So, the periodic points are given by Per(¢t) x Per(¢¢), which is finitely generated.

Corollary 8.2.17. There is an algorithm which decides whether the periodic subgroup of a

given endomorphism of F,, X F,, is finitely generated.

Notice that if Per(¢p) is finitely generated, then the periods must be bounded above by the
least common multiple of the periods of the generators. The following corollary is immediate
from the proof of Theorem 8.2.16.

Corollary 8.2.18. Let ¢ € End(F,, x Fy,). There is a constant C, > 0 such that Per(yp) =
Fix(p%).
8.2.4 Dynamics of infinite points

For i = 1,2, denote by m; the projections in the i-th component and by ¢; the homomorphism
om;.  We have that ¢ is uniformly continuous if and only if both ¢; and @2 are. Also, recall
the definition of the sets X, Y, Z, W introduced in Subsection 8.2.1. We will consider F;, x F},
endowed with the product metric given by taking the prefix metric in each component, as done
in the previous section.

We start by obtaining conditions for an endomorphism of F;, X F},, to be uniformly continuous
and see how some questions typically studied can be reduced to the free group case.

Proposition 8.2.19. Let ¢ € End(F,, x Fy,). The following conditions are equivalent:
1. ¢ is uniformly continuous.
2. s of type IV, VI or VII with uniformly continuous components functions ¢ and 1.

Proof. 1t is obvious that 2 = 1.
1 = 2: Suppose that ¢ is uniformly continuous. We start by proving that 1 €¢ X —
X = 1. Indeed, if z; = 1 for some i € [n| and z; # 1 for some j € [n], then for every 6 > 0, we

1 1
p ((ainogQ(m’ 1) ’ <a[1°g2(5”aj, 1)) <

1 1
d (<a£10g2(5)-‘71) o1, <a£10g2(5ﬂaj’ 1> @1) — d(l,:ﬂj) - 1.
The same holds for Y, Z and W.

have

and
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We now prove that we can’t have Y # {1} and W # {1} (types I, II and V). Suppose we
do. Then 1 € Y U W. We know that there is some word 1 # v € F},, and nonzero exponents ¢;
and s; such that y; = v% and w; = v%. Take § > 0 and set k = [logy(3)]. We have that

ks; —kq; ks;+1 —kq;
d (@™, by "), (a7 )) < 8

and
ks; ,—kq; ksj+1 , —kq; .
d <(az Sj ’ b] kql)SOZ, (ai S+ ,bj kql)SOQ) — d(17 qu) = 1.
The same argument shows that we can’t have X # {1} and Z # {1}, so type III is also done.
It is obvious that an endomorphism of type IV, VI or VII is uniformly continuous if and

only if both ¢ and % are. O

Following the proof in [28] step by step, where the following lemma is proved for endomor-
phisms of a free group, we can actually prove the same result for homomorphisms of free groups

with different ranks.

Lemma 8.2.20. Let ¢ : F,, = Fy;, be a homomorphism. Then ¢ is uniformly continuous if and

only if it is either trivial or injective.

Type IV uniformly continuous endomorphisms

Let ¢ : F,, X F,, — F,, X Fy;, be a type IV uniformly continuous endomorphism. If both
component mappings ¢ and v are trivial, then ¢ is trivial. If ¢ is trivial and v is injective,
then (u,v)e” = (1,v9") and ¢ has essentially the same dynamical behavior as . If 4 is trivial
and ¢ is injective, then (u,v)e = (v, 1) and (u,v)e" = (1,1), for r > 1.

So, take injective ¢ € F,,, — F,, and ¢ € End(F,,) such that (u,v) — (v, v)). We have
that (u,v)p" = (V" 1g,vy"), for every r > 0. By uniqueness of extension, we have that ¢ is
given by (u,v) — (vq@, mﬂ) As above, we have that (u,v)p" = (vlﬁ”*ldg, mﬁ).

So

Fix() = {(v,v) | v € Fix($)}

and

Per(¢) = {(viy™ ', v) | v € Per(1))},
where 7, denotes the period of v.

Proposition 8.2.21. Let ¢ be a type IV uniformly continuous endomorphism of F,, X F,,
with m,n > 1. Then, Sing(¢) = {(vd,v) | v € Sing(1))}. Consequentely, Reg(p) = {(ve,v) |
v € Reg()}.

Proof. We start by showing that Sing(¢) C {(vé,v) | v € Sing(¥))}. Take some (vep,v) €
(Fix(¢))¢ with v € Fix(¢). Then, for every ¢ > 0, the open ball of radius ¢ centered in
(vg,v) contains an element (u.6,u.) € Fix(p), with u. € Fix(¢). Notice that d(v,u.) <

d((v$,v), (uc, us)) < €, thus v € (Fix(1))°.
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S

For the reverse inclusion, take some v € Sing(1). As above, we know that for every ¢ > 0,
there is some u. € B(v;e)NFix(1). Notice that, since QAS is uniformly continuous, for every € > 0,
there is some J. such that, for all z,y € fw\l such that d(x,y) < 0., we have that d(a:qg, y&) <.
We want to prove that (vé,v) € (Fix(p))¢, by showing that, for every & > 0, the ball centered
in (v, v) with radius e contains a fixed point of . So, let £ > 0 and consider § = min{é;,e}.
We have that (u(ngg, ug) € B((vg?),v); e) since, by definition of ugs, we have that d(v,u5) < d <e
and also, d(v,us) < J. means that d(UqAS, u(ngA)) < e. O

Two infinite fixed points (u¢,u) and (vé,v) are in the same Fix(p)-orbit if and only if there
is some (finite) fixed point (w¢,w) such that (vq@,v) = (w¢,w)(uq§, u), i.e., if and only if u and
v are in the same Fix(1))-orbit. It is known that Reg(t)) has finitely many Fix(1)-orbits (see
[98]), so Reg(¢) has finitely many Fix(p)-orbits.

Moreover, if v is an automorphism, then every regular infinite fixed point v of 1[) must be
either an attractor or a repeller and a singular infinite fixed point can never be an attractor

nor a repeller.

Proposition 8.2.22. Let v € Reg(qﬁ). Then (vq@,v) is an attractor if and only if v is an
attractor for 1. Moreover, if a € Sing(p), then « is not an attractor.

Proof. Let (vh,v) € Reg(¢) such that v is an attractor for ¢». We have that ¢ is uniformly
continuous, so, for every € > 0, there is some 6. > 0 such that, for every z,y € F,, such that
d(z,y) < d. we have that d(a:quS, yQAﬁ) < e. Also, let 7 > 0 be such that

V6 € Fn(d(v,p) <7 = lim _B)" = ).

We will prove that, for every z € E,, y € B(v; 7), we have (z,5)¢" = (vé,v). Let € > 0 and
take 0 = min{e, d.}. Take N € N such that for every n > N we have that d(v, y¢") < §, which
also implies that d(vq@, yzﬁ”dg) < . Thus, for every n > N + 1, we have that

(2,9)¢" = (yd" '), vd") € B((vd,v);e).

Thus, (z,4)¢" — (v, v).

Hence, (’U(lg, v) is an attractor and the set of points it attracts is given by ZE';L x A o where
.Am/; denotes the set of points v attracts through .

Now, we prove that, if (quAS, w) € Fix(@) is an attractor, then w is an attractor for ¢ and
that completes the proof. Indeed, take € > 0 such that

— N

V(z,y) € F, X Fp(d((wo,w), (z,y)) <e = lim (x,y)¢" = (wé,w)).

n—-+o0o

N

For every y € B(w;e), we have that d((wé,w), (wo,y)) < e, so

A~

lim (y¢" o, yy") = lim (wh,y)p" = (wh, w),

n—-+4o00 n—-4o0o
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thus yy™ — w.
Moreover, if « € Sing(¢), then

Ve > 03z, € Fix(p) N B(o;¢).

So, z¢™ = x,, for all n € N, thus z.¢" 4 a. O

Type VI uniformly continuous endomorphisms

Let ¢ : F, x F,, = F,, X F,,, be a type VI uniformly continuous endomorphism and take
¢ € End(F,), ¥ € End(F,,) such that (u,v) — (up,vi).

By uniqueness of extension, we have that ¢ is given by (u,v) — (u¢,ve)). We then have

~ S ~ A N A

that Fix(p) = Fix(¢) x Fix(¢)), Sing(¢) = Sing(¢) x Sing(1)) and Reg(¢) = Fix(¢) x Reg(¢) U

Reg(¢) x Fix(¢)). There is no hope of finding a finiteness condition that holds in general, since
if n =2 and ¢ is the identity mapping, then Sing(gg) is uncountable. In this case, both Reg(p)
and Sing(¢$) are uncountable.

Proposition 8.2.23. An infinite fized point o = (u,v), where u € Fix(¢) and v € Fix(1)) is
an attractor if and only if u and v are attractors f0r¢? and 1&, respectively. If, additionally, ¢
18 an automorphism, the same holds for repellers.

Proof. Let o = (u,v) be an infinite fixed point, where u € Fix(¢) and v € Fix(t). Clearly if

u € Fix(¢) and v € Fix(¢) are attractors, then, (u,v) € Fix(¢) is an attractor. Indeed, in that
case, there are €; > 0 and €9 > 0 such that

Vz € Fy, (d(u,x) <e = lim z¢" = u)
n——+00

and
Vy € Fp, (d(’u,y) <&y = lim y" = v) :
n—-+o0o

Thus, taking € = min{ey,e2}, we have that

o —

V(z,y) € F X Fip(d((u,v), (x,y)) <e = d(u,x) <eANd(v,y) <e

— lim z¢" =uA lim y" =v
n—-+00 n—-+0o

. an
= lim (2,y)¢" = (u,v).

Conversely, suppose w.l.o.g that « is not an attractor for qg Then, for every € > 0, there is
some z. € F, such that d(u,z:) < e but 20" # u. In this case, we have that, for every ¢ > 0,
d((u, ), (zc,v)) < € and (z¢,0)@" = (£:0",0) 4 (u,v).

In case, ¢ is an automorphism, the repellers case is analogous. O
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Type VII uniformly continuous automorphisms

Let ¢ : F, X F,, = F,, X Fp, be a type VII uniformly continuous endomorphism and take
¢ F, — Fp, ¥ : F, — F, such that (u,v) — (v, ud).

By uniqueness of extension, we have that (z,y)p = (y@@, xgzg) As done in the finite case, we
have that an infinite fixed point must be (z,y) € Fﬁm such that x = ylﬁ and y = zgg and so
x = z¢) and y = yhp. So, Fix(@) C Fix(¢h) x Fix(1hg). Also, for z € Fix(dip), we have that
(z,20)p = (xd1h, £d) = (x, x}). Similarly, we have that (y,y)@ = (yib, y) for y € Fix(¥a). So,
Fix(p) = {(z,29) | € Fix(@0)} = {(yihy) | y € Fix(d)}.

Notice that, by uniqueness of extension, we have that qgiﬂ = @ and 1&@3 = 1@5

Proposition 8.2.24. Let ¢ be a type VII uniformly continuous endomorphism of F,, X Fy,,
with m,n > 1. Then, Sing(¢) = {(x,z¢) | x € Sing(¢))}. Consequentely, Reg(¢) = {(x,z) |
z € Reg(¢1))}.

Proof. We start by showing that Sing(p) C {(z,z¢) | € Sing())}. Take some (z,zd) €
(Fix(p))¢ with € Fix(¢¢)). Then, for every ¢ > 0, the open ball of radius ¢ centered in
(z,z¢) contains an element (y.,y.¢) € Fix(p), with y. € Fix(¢y). Notice that d(z,y.) <
d((, xqg)v (Ye, y=#)) < e, thus z € (Fix(¢y))“. .

For the reverse inclusion, take some x € Sing(¢1). As above, we know that for every
e > 0, there is some y. € B(x;e) N Fix(¢). Notice that, since <§ is uniformly continuous, for
every € > 0, there is some . such that, for all x,y € EL such that d(z,y) < 0., we have that
d(xd;,yqfﬁ) < e. We want to prove that (z, xng) € (Fix(¥))¢, by showing that, for every ¢ > 0,
the ball centered in (z, quA)) with radius € contains a fixed point of ¢. So, let € > 0 and consider
0 = min{d.,e}. We have that (ys,ys¢) € B((z, xgg), ¢) since, by definition of ys, we have that
d(z,ys) < 6 < e and also, d(x,ys) < 6. means that d(z¢,ys) < e. O

As done in the type IV case, observing that two infinite fixed points (z, 1:(;3) and (y, y(;AS) are
in the same Fix(p)-orbit if and only if z and y are in the same Fix(¢v)-orbit, we have that
Reg(¢) has finitely many Fix(p)-orbits.

Proposition 8.2.25. Suppose that m = n and both ¢ and v are automorphisms. Let x €
Fix(¢1)). Then x € Sing(¢v)) if and only if x¢ € Sing(yp¢). Consequentely, x € Reg(¢)) if and
only if 2¢ € Reg(¢).

Proof. Let x € Sing(g&ﬁ). Then z¢ € F1x(7ﬁg£)

Since ¢ and ¢! are uniformly continuous, we have that for every ¢ > 0, there are some 6,
0. such that for every z,w € F,, we have

d(z,w) < 6. = d(z¢,wd) < &

and
d(z,w) < 0. = d(z¢ L wop™) <e.
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Now, let & > 0. We want to prove that there is some y € Fix(¢¢) N B(xd;e). Since 2 € Sing(¢1)),
then there is some y. such that y. € Fix(¢) N B(x;0:), so

ye¢ € Fix(y¢) N B(zd;e).

Now, suppose = € Reg(&ﬁ). There is some € > 0 such that B(z;e) N Fix(¢y) = 0. We will
now prove that B(z¢;8.) N Fix(1h¢) = . Suppose there is some y € B(xd; 8.) N Fix(1¢). Then,
yo~! € B(z;e). But

yo~ (oY) = yy =y~ = yo

so y¢~! € B(x;¢) NFix(¢), a contradiction. O

Proposition 8.2.26. Suppose that m = n and both ¢ and v are automorphisms. Let x €
Reg(q@zﬂ). Then (x,a:dg) is an attractor (resp. repeller) if and only if x is an attractor (resp.
repeller) for qZAnﬂ Moreover, if o € Sing(p), then « is not an attractor nor a repeller.

Proof. Let (z, :EQZ;) € Reg(q@&) be such that x is an attractor for q&ﬁ Then there is some 7 > 0
such that

VB € Fp(d(z,8) <7 = lim B(dY)" = z). (8.12)

n——+o0o

Also, since ¢, ¢! and 1 are uniformly continuous, we have that for every £ > 0, there is
some 0, such that for every z,w € F,,, we have

d(z,w) < §: = d(zé,wé) <eA d(zqgfl,wggfl) <eA d(zz/;,wzﬁ) <e.
We start by proving that :zg?) is an attractor for 12@?) by proving that

VB € Fu(d(xd, ) < 6, = lim B(d)" = 24). (8.13)

n—-+o00

Indeed, if d(xd, 8) < &, then d(z, B¢~1) = d(zdpd~t, 1) < 7, s0

lim_B6)"6 = tm_ 330 —a.

n—-+o0o

We want to prove that (z, :L'g£> is an attractor for ¢. Let 7/ = min{r,d,}. We will prove that,
for every (z,w) € B((x,2$); 7'), we have (z,w)$" — (z,z¢). Let € > 0 and take § = min{e, 4.}
By (8.12), we can take N € N such that for every n > N we have that

d(z, 2(¢)") < 6, andso  d(xd, z(¢P)"d) < e (8.14)
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and by (8.13), we can take N’ € N such that for every n > N’ we have that

N

dw,w(pg)") <8, andso  d(xdp, w(hd)")) = d(z, w(d)")) <e.  (8.15)

Thus, for every n > 2max{N, N’} 4+ 1, we have that, if n is even,

A

(z,0)@" = (2($) 2, w(()?) € B(x,z9)

by the first parts of both (8.14) and (8.15); if n is odd, then

S

(z,w)¢" = (w(hd) T b, 2($)) T §) € B(w,xd)

by the second parts of both (8.14) and (8.15).

Finally, we only have to prove that, if (z, xé) is an attractor, for ¢, then x is an attractor
for ¢1p. Suppose then that there is some 7 > 0 such that

V(z,w) € F;<\Fn <d((z,w), (z,20)) <7 = lim (z,w)p" = (z, mgb))

n—-+0o

We will prove that

Yy € E, (d(az,y) <7 = lim y(g?nﬂ)" = x)

n——+o00

which is equivalent to
vy € F, (d(m,y) <7 = Ve>03INeN:Vn>N dyd)", z) < 5)

Let y € F,, be such that d(z,y) < 7 and € > 0. We know that d((y, ), (x,zd)) < 7, there is
N € N such that for every n > N, d((y, 2¢)@", (z,2¢)) < . Let n > N. Then

d((y,20)8™, (@,20)) = d ((Y(&9)", 20(Pd)"), (z,20)) < e,

so d(y(dy)",x) < e
The repellers case is analogous noticing that (z,y)¢~! = (yzﬁ_l, a;qg_l) and so
Reg(¢™!) = {(z,207") |z € Reg(¥ 167"}
= {(@,2d7") |x e Reg ((60) ")}

Corollary 8.2.27. Let ¢ be a type VII automorphism of F,, x F,,. Then o € Reg(p) is either

an attractor or a repeller.
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Proof. Let ¢ be a type VII automorphism of F,, x F,, and take o € Reg(¢). From Proposition
8.2.24, we have that o = (z, xgg), for some x € Reg(qu;). We know, that x is either an attractor
or a repeller. The result follows directly from Proposition 8.2.26. O



Chapter 9

Further work

The following are the main results of this thesis:

In Chapter 3, we proved that the Fatou property holds for context-free subsets if and only
if the group is virtually free and that it is not true that it holds in general for algebraic subsets.

In Chapter 4, we generalized several important results, previously known for free groups, to
the class of virtually free groups: we proved that the fixed subgroup and the stable image of an
endomorphism are finitely generated and computable and solved the T'C' P and the BrP for
endomorphisms. We also introduced the concepts of eventually fixed and eventually periodic
points and of ¢-spectrum and ¢-order, proving several positive algorithmic results related to
these concepts.

In Chapter 5, we relate GCP(G x Z) with GBrCP(G) and GTCP(G) and prove that
GBrCP(G) is decidable if G is a virtually polycyclic group, which implies in particular that
GBrP(G) is decidable if G is a finitely generated abelian group.

In Chapter 6, we present a geometric version of the BRP for hyperbolic groups and use it
to prove that uniformly continuous endomorphisms with respect to a visual metric satisfy a
Holder condition, which, combined with previous work of Paulin, implies that they must have a
finitely generated fixed subgroup.

In Chapter 7, we propose two geometric versions of the BRP inspired by the hyperbolic
case: a synhronous and an asynchronous one. We then prove that endomorphisms with a finite
kernel and L-quasiconvex image satisfy the synchronous version of the BRP. Using these ideas,
we are able to prove that the centralizer of a finite subset of a biautomatic group is biautomatic.

In Chapter 8, we considered direct products of free groups of two different kinds: free-abelian
times free groups Z" x F,, and free times free groups F;, X F,,,. We consider these groups endowed
with the product metric obtained by taking the prefix metric in each direct factor (which is a
free group) and study the dynamics of the continuous extension of an endormorphism to the
completion, when it exists. We prove that every point of Zmn is p-periodic or ¢-wandering
when ¢ is an automorphism or a type II uniformly continuous endomorphism. We also study
dynamics around infinite fixed points in both cases. Moreover, in the case F,, x F,, we also

prove computability of the fixed and periodic subgroups of an endomorphism.
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9.1 Questions left to answer

Several questions arise from this work. We now list some of them, indicating the chapter they

refer to.

9.1.1 Chapter 3

Regarding the work on subsets of groups (Chapter 3), we have two conjectures:

Question 9.1.1. Let G be a finitely generated group such that CF(G) is closed under intersec-
tion. Must G be virtually cyclic?

Question 9.1.2. Let G be a finitely generated group such that CF(G) is closed under comple-
ment. Must G be virtually cyclic?

Since the class of context-free languages is neither closed under intersection nor complement,
it should be expected that the condition translates into a very restrictive algebraic property.
Recall that we present some evidence supporting this conjecture in Proposition 3.1.8 by proving
that the answer to both questions is affirmative for virtually free and virtually abelian groups.

9.1.2 Chapter 4

The main question left open by the work in Chapter 4 concerns the generalization of these
results for other classes of groups.

Question 9.1.3. Let G be a (torsion-free) hyperbolic group and ¢ € End(G). Is it decidable
whether EvFix(p) (resp. EvPer(y)) is finitely generated and, in case the answer is affirmative,

can a set of generators be effectively computed?

Another potentially interesting problem could be checking the existence of a better bound
to the rank of EvFix(y) than the one provided by Proposition 4.4.15.

Question 9.1.4. Is the bound given by Proposition 4.4.15 sharp?

In Corollary 4.1.3 and Theorem 4.5.1, we prove that TCP(G) and BrP(G) are decidable
for a virtually free group G. A very natural question is the following:

Question 9.1.5. Let G be a finitely generated virtually free group. Is BrCP(G) decidable?

Notice that answering affirmatively to the question above even for automorphisms would
yield an affirmative answer to the conjugacy problem in [f.g. virtually free]-by-cyclic groups
due to the work in [9].

Finally, it would be very interesting to go beyond the finite case in computing the p-spectrum.
Even though it is much more complex (even computing orders is very difficult, since solving
GBrP(G) is not known for the majority of the groups G), there is a much better looking

condition in case our endomorphism is bijective.



9.1 Questions left to answer 185

Given an element g € G and an endomorphism ¢ € End(G), we call ¢-tail of g to a sequence
(x_;)ien such that zg = g and, for all i > 0, x_;11 = z_;o. We will also refer to finite arrays of
this kind as ¢-tail of g. So, (z,z@,...,z¢"), where z¢" = g is a ¢-tail of g.

Let t = (x_;); be a ¢-tail of g and K C G. We define

et = 11 if for all i > 0, 2_; & K
min{i >0|z_; € K}  otherwise

Notice that Ax(t) < |t| and that it is possible that A\ (t) = oo.
In case ¢ is an automorphism, every ¢-tail of h is contained in the infinite @-tail ¢ =
(...,hp=2 ho~1 h).

Lemma 9.1.6. Let G be a group, K C G and ¢ € End(G). Then the following are equivalent:
1. ¢-sp(K) = [n]o
2. max{Ag(t) | g € K,t is a p-tail of g} =n+1

Proof. Suppose that p-sp(K) = [n]o and put S = {Ak(t) | g € K,t is a ¢-tail of g}. Then,

n
Ko " '\ |J Ko™ = g-pordg(n+1) = 0,
=0

which means that Ko™ ! C U Ko *. Solet g € K and t = (t_;); be a p-tail of g.
If |t| < n+ 1, then Ag(t) < n+ 1. If |t| > n + 1, by definition of p-tail, we have that
tn € Kol CUL Kp#andsot , 19° € K, for some k € [n]y, which means that
t_n—1+k € K and so Ag(t) <n+1—k <n+ 1. Hence, S is bounded above by n + 1. Clearly,
since ¢-sp(K) = [n]o, there is an element z € G with g-order equal to n, i.e., such that
zp" € K and 2¢* ¢ K for any 0 < k < n. Then t = (z,zp,...,2¢") is a p-tail of zp" € K
and Ag(t) = [t| = n + 1. So, max{A\x(t) | h € K,t is a p-tail of h} =n + 1.

Conversely, suppose that max S = n + 1. If there was an element of order n + 1, arguing
as above, we could construct a ¢-tail ¢ of an element x € K such that Ag(t) = n + 2, which
proves that ¢-sp(K) = [k]p for some k < n. Since max S = n + 1, there is a tail ¢ ending in
some g € K such that Ax(t) =n + 1, and so t_,, has order n. Therefore p-sp(K) = [n]p. O

Naturally, ¢-sp(K) = N if and only if {Ax(¢) | h € K, t is a p-tail of h} is unbounded.
Since, in the case of automorphisms, every tail ending in an certain element is contained in

the unique infinite tail defined by that element, a better version of Lemma 9.1.6 is possible.

Proposition 9.1.7. Let G be a finitely generated group, ¢ € Aut(G) and K C G. Then, the

following are equivalent:

1. @-sp(K) = [n]o;
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2. n 1is the smallest natural number such that

n+1
K C |J K¢ (9.1)
k=1

Proof. Suppose that ¢-sp(K) = [n]p and let g € K. Then, consider the p-tail of g of length
n+2:t= (g " g™ - 90 ' g). By Lemma 9.1.6, Ax(t) < n + 1, which means that
there is some 1 < k < n + 1 such that g™ € K and so g € K¢* C UZZ% K¢F. Now, suppose
that K C (Ji_,; K¢* for some i < n and take 2 € G such that @-ordg(z) = n. Then, zp"
belongs to Kgpk for some 1 < k£ < i <n which means that :L”g@"_k € K, which contradicts the
fact that ¢-ordg (z) = n.

Conversely, suppose that n is the smallest natural number such that K C Uz;rll KoF. Let
v € K\ Ul KpF. Then, z € Ko™\ Ur_; K¢*. Hence, the ¢-tail of 2 with length n + 2
starts and ends in K and has no other element in K, which means that p-ordx (xp™") = n.
Also,

p-pordy(n+1) =Ko "'\ | J K¢~ =10,
i=0
because K C UZI% K¢* and so, by 4.12, we have that n + 1 ¢ p-sp(K). O

Condition (9.1) looks more tractable for automorphisms of well-behaved classes of groups
and might lead to answering affirmatively the following question with respect to some class C.

Question 9.1.8. Let G be a finitely generated group in C, ¢ € Aut(G) and K <y, G. Can we
compute p-sp(K)?

9.1.3 Chapter 7

Following Figure 7.1, the following questions arise naturally:

Question 9.1.9. Is there an endomorphism of an automatic group for which the BRP holds
and the synchronous BRP does not?

Question 9.1.10. Is there an endomorphism of an automatic group for which the BRP holds
but the kernel is not finitely generated? By Remark 7.4.4, an affirmative answer to this question

would also yield an affirmative answer to Question 9.1.9.

In virtually free groups, we know that finitely generated normal subgroups are finite or have
finite index, so having a finitely generated kernel is the same as having a finite kernel or a finite
image. We wonder if something similar to the virtually free groups case might hold in the case
of hyperbolic groups.

Question 9.1.11. Is there an endomorphism of a hyperbolic group with infinite image and
infinite kernel for which the (synchronous) BRP holds?
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In the case of automatic groups, we can answer affirmatively to Question 9.1.11: consider
Z X Z, put a = (1,0) and b = (0,1) and take the structure L = a*b*. Let ¢ € End(Z x Z)
defined by (n,m) + (n,0). Then it is easy to see that the synchronous BRP holds for (¢, L, L),
but Ker(y) ~ Z and Im(yp)~ Z.

The remaining questions arising from this work concern the satisfiability of the hypothesis
in Corollary 7.4.8.

Question 9.1.12. In [}6], the authors ask if a finite extension of a biautomatic group is also
biautomatic. They also remark that it is a necessary condition that the fized subgroup of an
automorphism of finite order is biautomatic. Can we use Corollary 7.4.8 to prove that, i.e., does

such an automorphism admit a language L such that the synchronous BRP holds for (¢, L,L)?

Question 9.1.13. Getting knowledge on the synchronous equivalence classes for some classes
of automatic groups might be useful to prove fixed point results using Corollary 7.4.8. There are

infinitely many, but can we describe them in some sense?

9.1.4 Chapter 8

Free-abelian times free groups

Although we were able to establish the dichotomy wandering/periodic for automorphisms and
type II endomorphisms, we weren’t able to go very far in answering this question for type I

endomorphisms (not bijective).

Question 9.1.14. Let ¢ € End(Z™ x F,) be a uniformly continuous endomorphism and
a € 7™ x F,. Must a be either periodic or wandering?

It is likely that a necessary step to answer to the above question is answsering to the
following question.

Question 9.1.15. Let ¢ € Mon(F),) be an injective endomorphism and o € E,. Must o be

either periodic or wandering?

We remark that the obvious approach using stable images to reduce the question above
to a question about automorphisms (which we know how to answer) does not seem to work
easily. Indeed, all nonwandering points must be recurrent by Corollary 8.1.30, so the only thing
to prove is that recurrent points are periodic. So, consider ¢ € Mon(F},) and let « € F, be a
recurrent point. We know that ¢ = go]spoo( F,) 1s an automorphism and so every @E—recurrent point
is periodic. So it would be enough to show that « is ¢-recurrent. The problem is that we can
have ¢-recurrent points not belonging to gpg(?n) So, consider, for example ¢ : Fo — Fy given
by a + a and b+ b%. It can be seen that ¢>(Fy) = (a) and so @g(?g) ={at>®,a">} U (a).
The point ab™ is @g-recurrent (in fact it is fixed), and it does not belong to the completion of
the stable image.

Another interesting question could be obtaining conditions on the properties ¢ € End(F),)

must satisfy so that the converse implications of the ones in Proposition 8.1.25 also hold.



188 Further work

Free times free groups

Finally, regarding free times free groups, it should be possible, given all the tools provided by
the classification of endomorphisms to study the dychotomy wandering/periodic for uniformly
continuous endomorphisms of F;, X F},.

Question 9.1.16. Let ¢ € End(F,, x F,,) be a uniformly continuous endomorphism and

a € Fﬁm Must « be either periodic or wandering?
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asymptotically periodic dynamics, 148
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structure, 105
asynchronous, 106
with uniqueness, 105

automatic structure

boundedly asynchronous, 106

equivalent, 106

induced through ¢, 116
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automaton

deterministic, 15

finite, 15

finite state, 15

language recognized by, 16

pushdown, 17

state, 15

transition, 15
automorphism

letter permutation, 128

Benois’ theorem
for context-free subsets, 25
for rational subsets, 23
biautomatic
fellow traveler property, 106
structure, 105
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bounded reduction property, 89
BRP, 89

for automatic groups, 112

coarse median, 29
group, 29
product, 31
space, 29
structure, 29
conjugate, 25
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grammar, 17
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of languages, 123
of words, 105
cyclically reduced core, 19
cyclically reduced word, 19

departure function, 106

empty word, 15
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vanishing, 57
virtually injective, 22
endomorphisms
type I, 132
type II, 132

Fatou property, 33
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Gromov topology, 28
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Howson, 19
polycyclic, 86
virtually, 21
virtually free, 21
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Parikh’s theorem, 18
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