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ABSTRACT:  
Probabilistic methods are widely used to assess the performance of structures under earthquake loading and 
require an adequate probabilistic characterization of the structural demand. Currently, many existing seismic 
safety assessment studies are developed under the assumption that structural demand conditional to a given 
seismic intensity follows a lognormal distribution. Given the importance of this assumption, an in-depth analysis 
of its validity is carried out for several case studies using adequate statistical methods. This assessment of the 
probabilistic demand distribution type is based on the analysis of 5 reinforced concrete framed structures 
subjected to sets of 50 real ground motion records scaled to several intensities. The structural demand parameters 
addressed by the study are the chord rotation, the curvature, the shear force and the inter-storey drift. 
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1. INTRODUCTION 
 
In the framework of Performance Based Earthquake Engineering and of the development of 
methodologies for seismic risk reduction, probabilistic methods are seen as superior means of 
assessing the performance of structures under earthquake loading. In this context, a common 
assumption is that, for some level of the earthquake intensity measure (IM), the probability 
distribution of a structural demand parameter can be modelled by a lognormal distribution. Although 
this hypothesis is found in numerous research studies (e.g. see Shome and Cornell 1999, Cornell et al. 
2000, Goda et al. 2009 Ruiz-Garcia and Miranda 2010), its consistent assessment using adequate 
statistical tools has not been carried out yet. Therefore, a study addressing the probabilistic distribution 
of several demand parameters is proposed herein to evaluate the hypothesis that the referred 
probabilistic demand could be adequately modelled by a lognormal distribution. In addition, the 
suitability of the normal distribution is also assessed. 
 
 
2. DESCRIPTION OF THE PROPOSED STUDY 
 
The presented study addresses the probabilistic demand distributions obtained from the analysis of 5 
reinforced concrete (RC) structures subjected to earthquake records of increasing intensities. The 
selected demand parameters are the maxima of the section curvature φ, chord rotation θ and shear 
force V, and of the inter-storey drift over the height of the structure ∆. The selected structures were 
analysed for suites of 50 ground motions scaled for several intensities in order to evaluate the referred 
hypotheses for different hazard levels. Furthermore, 2 different IMs - the peak ground acceleration 
(PGA) and the 5% damping spectral acceleration of the ground motion for the fundamental period of 
the structure T1 (Sa(T1)) - were also considered to evaluate the influence of this parameter. Statistical 
tests were applied to the demand samples to evaluate the adequacy of the distribution hypothesis. It is 
noted that the tests only aim to determine the validity of the hypothesis regarding the type of 
probabilistic distribution and do not make any inference about their parameters. 



The considered tests were selected according to the results of a benchmark efficiency test previously 
carried out (Romão et al. 2010) and were divided into 2 groups. The first group has tests suited to 
identify non-normal distributions when the data is symmetric and the second group has tests suited to 
deal with normally distributed data that has outliers. The tests of the first group are the β3

2 test (Coin 
2008), based on a polynomial regression, the RsJ test (Gel et al. 2007), based on the ratio of the 
standard deviation and a robust measure of dispersion, and the Tw test (Bonett and Seier 2002), based 
on a modified measure of kurtosis. The tests of the second group are the CS test (Chen and Shapiro 
1995), based on normalized spacings, the TTLmom

(t) test (Romão et al. 2010), based on the robust 
generalization of the sample L-moments defined as the trimmed L-moments (Elamir and Seheult 
2003), and the TMC-LR test (Brys et al. 2008) based on robust measures of skewness and tailweight.  
 
The 5 RC structures that were analysed are the four-storey, three-bay ICONS frame (Carvalho et al. 
1999), the two six-storey frames presented in (Ferracuti et al. 2009), and two ten-storey frames 
presented in (Athanassiadou 2008) named FRH and FRH-2 - the regular and the irregular frames are 
referred herein as REG10 and IRREG10, respectively. Figure 1 presents the elevation views of the 
selected structures. Details about the frame characteristics are found in the previously cited references.  
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Figure 1. Elevation views of the considered structures. 
 
The nonlinear response analysis of the frames under earthquake loading was carried out using a 
two-dimensional analysis platform (Varum 1997). The considered programme is able to model the 
behaviour nonlinearities of beams and columns, as well as the large lateral deformations which are 
simulated by a leaning column that reproduces the destabilizing P-∆ effects of the gravity loading. 
Elements are modelled with plastic hinges located at the member ends, where inelastic flexural 
behaviour is considered. The inelastic behaviour of the plastic hinges is defined by moment-curvature 
relations (Arêde and Pinto 1996) based on mean material property values. Hysteretic behaviour of the 
members was modelled by the piecewise linear Costa-Costa model (CEB 1996), considering stiffness 
degradation and pinching effects. The plastic hinge length values were considered equal to the 
member cross section depth for beams and equal to half of the member cross section depth for 
columns. Viscous damping was assumed to be proportional to initial stiffness with a parameter 
calculated for the first mode period of the structures and for 2% of the critical damping.  
 
The seismic demand considered for each structure consisted of a suite of 50 real ground motions 
extracted from the Pacific Earthquake Engineering Research Center NGA database (NGA 2009). Each 
structure was analysed for the selected ground motions scaled for 9 intensities in order to reflect 
different return periods (RPs). The selected RPs were 37, 73, 95, 225, 475, 976, 1980, 2480 and 4950 
years. The reference seismic scenario selected to define the scaling factors for each RP corresponds to 
that of Zone 3 of the Portuguese territory, considering the intraplate seismic action and a soil of type B 
according to the Portuguese National Annex of Eurocode 8 (EC8-1 2009). The PGA considered for 
this scenario was 0.17g, corresponding to a RP of 475 years. The PGA values associated to the other 
RPs were obtained based on the results of the hazard studies presented in (Carvalho et al. 2008). The 



selection of the ground motion records was based on several criteria aiming to minimize the positive 
and negative (absolute values) mismatches between the response spectrum of the real record, scaled by 
a scaling factor between 0.75 and 1.33, and the reference response spectrum, over the period range 
between T2 and 1.5T1, where T2 is the period of the second mode of the structure under consideration. 
After selecting the 50 ground motions for a given structure, these were then scaled for the values of 
the selected IMs matching the RPs previously referred. 
 
 
3. RESULTS OF THE GOODNESS-OF-FIT ASSESSMENT  
 
General conclusions regarding the assessment of the selected statistical distribution hypotheses are 
presented in the following. For the sake of brevity, only a sample of the results is shown, along with 
representative figures illustrating the more important findings. The goodness-of-fit (GOF) results are 
presented separately for the beam and column demand data and for the previously referred demand 
parameters (φ, θ, V and ∆). For the φ and θ demand, tests were applied separately for positive and 
negative data and the presented results are the average of the results obtained for both signs.  
 
Results are presented in terms of average percentage of acceptance (APA) data for the considered 
levels of seismic intensity and for both the normal and the lognormal distribution hypotheses. The 
APA represents the number of times a certain group of tests does not reject a given distribution 
hypothesis, considering a confidence level of 95%. In quantitative terms, a 75% threshold APA was 
considered as the limit value above which a given distribution hypothesis is accepted to be appropriate 
to model the probabilistic distribution of a parameter. Since demand distributions are not expected to 
follow a theoretical statistical model perfectly, such limit is considered to be adequate to represent the 
average contribution of the control sections of all the structures. With respect to the selected groups of 
tests, the following three groups are defined: Group 1 – Tests for symmetric data; Group 2 – Tests for 
data with potential outliers; Group 3 – All the tests from Group 1 and from Group 2 
 
The GOF results obtained from the application of the tests from Group 3 to the column and beam 
demand datasets of all the structures are presented in Figs 2 a) and b), respectively, for the case where 
PGA is the IM. These results show that the lognormal distribution hypothesis yields better results for 
the probabilistic modelling of the φ and θ demand distributions. For the probabilistic representation of 
the V demand, both distribution hypotheses yield similar results. However, the APA results of some 
demand parameters do not meet the 75% threshold for several seismic intensities, particularly for the 
V demand in beams. Figs 3 a) and b) present results similar to those of Figs 2 a) and b) now for the 
case where Sa(T1) is the IM. As for the previous case, the lognormal distribution is more adequate to 
model the probabilistic distribution of the φ and θ demand. With respect to the V demand, again both 
distribution hypotheses yield similar results. More importantly, the observation of these results allows 
concluding that Sa(T1) leads to higher APA results. Moreover, for the φ and θ demands, such APA 
results meet the 75% threshold for most seismic intensities. However, for the case of V demand, there 
are APA values below the referred threshold for several seismic intensities, particularly in beams. 
With respect to the ∆ demand, Figs 4 a) and b) present the GOF results obtained from the application 
of the tests from Group 3 to the datasets of all the structures for the cases where PGA and Sa(T1) are 
the IM, respectively. The presented results indicate that the lognormal distribution is generally more 
adequate than the normal distribution to represent the probabilistic distribution of the ∆ demand. 
Furthermore, the advantage of one IM over the other is not as clear as for the previous demand 
parameters. Still, Sa(T1) is favoured since it leads to higher APA results for the higher seismic intensity 
levels. Nonetheless, there are some APA values below the 75% threshold.  
 
Globally, the results indicate that the lognormal distribution could be suitable for the probabilistic 
modelling of the φ and θ demand of beams and columns, as well as for the probabilistic modelling of 
the ∆ demand. With respect to the V demand, the results indicate that both the normal and the 
lognormal distributions may have the same potential to model the probabilistic distribution of this 
parameter. Moreover, Sa(T1) is seen to be a more adequate IM for the purpose of obtaining demand 
distributions more compatible with the referred distribution hypotheses. However, the GOF results are 



not totally satisfactory since there are APA values below the 75% limit for some seismic intensities.  
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Figure 2. APA results from the tests of Group 3 for the column (a) and beam (b) datasets when PGA is the IM. 
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Figure 3. APA results from the tests of Group 3 for the column (a) and beam (b) datasets when Sa(T1) is the IM. 
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Figure 4. APA results from the tests of Group 3 for the ∆ datasets when PGA (a) and Sa(T1) (b) are the IMs. 
 
In order to examine the reasons behind some of the lower APA results previously referred, some 
example situations exhibiting less satisfactory GOF results are discussed next. It is noted that an 
extensive structure-by-structure presentation of the analysis of all the demand parameters represents a 
prohibitive amount of information to be shown herein. Hence, for the sake of brevity, only a few 
selected cases are referred. To illustrate a situation where GOF results for φ are less satisfactory, Fig. 5 
a) presents the APA results obtained from the application of the tests from Groups 1, 2 and 3 for the 
columns of the REG10 structure when PGA is the selected IM. As can be observed, the GOF results of 
the Group 3 tests for the lognormal distribution hypothesis do not meet the 75% APA threshold for 
some of the intensities and, for the lower intensities, the normal distribution hypothesis yields better 
APA results. Moreover, it can also be observed that, particularly for intensities 4 and 5, the results 
from the tests of Group 1 and 2 are considerably different. Since the APA results from the Group 2 
tests are higher, such differences indicate that the demand datasets are asymmetric due to the existence 
of outliers. In order to reduce the influence of the referred outlying observations and improve the APA 
results, several data processing measures (DPMs) were defined. Since the thorough analysis of each 
individual dataset is beyond the scope of the present study, the selected measures are global data 



processing approaches to be applied to all the datasets of a given demand parameter and for a certain 
intensity level. Based on the observation of some of the individual demand datasets of several intensity 
levels, the following three global DPMs were considered:  
 

• Data Processing Measure 1 (DPM 1) – Exclusion of the three lowest values from a given dataset 
(in absolute values, if the demand parameter is negative) 

• Data Processing Measure 2 (DPM 2) – Exclusion of the three largest values from a given dataset 
(in absolute values, if the demand parameter is negative) 

• Data Processing Measure 3 (DPM 3) – Exclusion of the three largest and of the three lowest 
values from a given dataset (in absolute values, if the demand parameter is negative) 
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Figure 5. APA results for the REG10 column φ when PGA is the IM (LN hyp. is the lognormal hypothesis and 
N hyp. is the normal hypothesis) (a) and enhanced APA results for the lognormal hypothesis only (b). 

 
For the referred case of structure REG10, the DPMs were applied to the column φ datasets of all the 
IM levels to obtain the highest possible APA results for the lognormal distribution hypothesis since, 
according to the preliminary conclusions previously referred, this distribution is favoured for the 
probabilistic modelling of φ. For intensity 1, the original APA values from Fig. 5 a) are the highest, for 
intensities 2 to 5, the highest APA results were obtained by applying the DPM 1, for intensity 6, the 
highest values were obtained by applying the DPM 3, for intensities 7 and 8, the highest values were 
obtained by applying the DPM 2, and for intensity 9, the highest values were obtained by applying the 
DPM 2 to the positive φ datasets and the DPM 3 to the negative φ datasets. To illustrate these findings, 
Fig. 5 b) presents the enhanced APA results of Fig. 5 a) only for the lognormal distribution hypothesis. 
As can be observed, the APA results are now generally higher. Nonetheless, the results of intensities 2 
and 3 are still below the 75% threshold. For these intensities, a number of datasets has been found to 
be mostly symmetric, since the results of the Group 1 tests are higher than those of Group 2, while 
other datasets are negatively skewed and exhibit more than 3 outliers (at each end of the datasets or at 
one end only), meaning that the application of the DPM 1 may be insufficient to lead to APA results 
that meet the target threshold. For the remaining intensities, the Group 1 and 2 test results are closer, 
meaning that the censored datasets are more symmetric and less influenced by outliers.  
 
To illustrate another problematic situation, a case of the V demand is addressed. Generally, the APA 
values are considerably lower for V than for the other demand parameters and, as previously observed, 
both distribution hypotheses yield similar results. The reason behind the lower APA values obtained 
for V is directly connected to the expected evolution of its values. Since the post-yield stiffness of a 
structural member is usually low, the spread of the V demand distribution tends to be very small when 
a given structural member has yielded at both ends. In such cases, two conditions were found to occur. 
In the first condition, some sections exhibited a V distribution which was found to be very irregular 
and, in some cases, almost uniform. In the second condition, some sections exhibited a V demand 
distribution with a set of values following the proposed distribution hypotheses mixed with a 
considerable number of outliers. This second condition was observed, for example, in sections where, 
for a particular IM level, some of the considered ground motions led to yielding while others did not. 
To illustrate a situation where both conditions can be observed, Fig. 6 presents the V demand for beam 
sections of the REG10 structure for intensity 9, when Sa(T1) is the IM. In this case, most of the left and 



right beams of the lower storeys have yielded, thus leading to the low dispersion of the demand, while 
the second condition occurs in several central beams, namely in the top storeys. To further observe the 
influence of these two conditions, the APA results for that case are presented in Fig. 7 a) where a clear 
decrease of the APA values can be observed as the intensity level increases, i.e. as the nonlinearity 
extends to more beams. Moreover, the application of the DPMs does not lead to enhanced APA results 
that are much higher, as can be seen from the results presented in Fig. 7 b).  
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Figure 6. Individual V datasets for the REG10 beam sections structure for intensity 9, when Sa(T1) is the IM 
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Figure 7. V (a) APA results and (b) enhanced APA results for the beams of REG10 when Sa(T1) is the IM (LN 
hyp. is the lognormal hypothesis and N hyp. is the normal hypothesis) 

 
Based on these results, the normal and the lognormal distribution appear to be inadequate to model the 
V demand distribution in some cases. Still, the effect of considering them in such cases is addressed in 
the following to determine if their use can be foreseen. This analysis is based on the comparison of the 
V fragility values λ of selected sections obtained from the empirical and a fitted cumulative 
distribution function (CDF) of the demand, FDP. The λ values were obtained by Eq. (3.3.1), where fc is 
the probability density function (PDF) of the capacity, for higher IM levels with lower APA results.  
 

 ( )( ) ( )
0

1 DP CF f dλ α α α
∞

= −∫  (3.1) 

 
To illustrate the results found, a few examples are presented herein for the normal distribution. Similar 
results were found for the lognormal distribution. To be able to compare λ values of different ranges, 2 
capacity PDFs were considered for each section. The PDFs were defined by a normal distribution with 
a mean value Cµ and a standard deviation compatible with a coefficient of variation of 5%. For the 
selected sections (one column section of the ICONS frame for intensity 8 and one beam section of the 
IRREG10 frame for intensity 9, both when Sa(T1) is the IM), Table 3.1 presents the λ values obtained 
for the empirical (λemp) and the fitted normal (λfit) demand CDFs, considering the 2 referred capacity 
PDFs. As can be seen, the λemp values are always larger, i.e. on the safe side. The relative errors ε 
between λemp and λfit are also presented in Table 3.1. As can be seen, the ε values of the ICONS and 
IRREG10 sections are similar for both capacity PDFs. From the analysis, it was concluded that 
although the normal (and the lognormal) distribution might not lead to adequate fits to the demand or 
to adequate APA results, the errors of considering this distribution are acceptable and on the safe side.  



Table 3.1. λ values of the selected sections with the considered values of Cµ and the relative errors ε. 

 ICONS column section IRREG10 beam section 

Empirical CDF 
λemp = 3.14E-3 (Cµ = 29kN) 
λemp = 1.63E-2 (Cµ = 28kN) 

λemp = 9.75E-3 (Cµ = 155kN) 
λemp = 3.58E-2 (Cµ = 150kN) 

Normal fitted CDF 
λfit = 3.56E-3; ε = 13.4% (Cµ = 29kN) 
λfit = 1.86E-2; ε = 14.1% (Cµ = 28kN) 

λfit = 1.16E-2; ε = 19.0% (Cµ = 155kN) 
λfit = 4.47E-2; ε = 24.9% (Cµ = 150kN) 

 
To emphasize the influence of the DPMs on the APA values, GOF results showing the enhanced APA 
values of Figs. 3 a) and b) and Figs. 4 a) and b) are shown in Figs. 8 a) and b) and Fig. 9, respectively. 
Based on the previous findings, only the lognormal hypothesis is considered for the φ, θ and ∆. The 
enhanced APA results indicate that for the φ, θ, and V, the best results are obtained when Sa(T1) is the 
IM. For ∆ such trend is not as clear, though Sa(T1) is better for more intensities. It is also seen that only 
the V demand APA results do not meet the 75% threshold value, namely for most intensities in beams 
and for intensity 4 of the columns. Still, the lognormal and normal distributions are accepted based on 
the fragility analysis previously referred. Finally, the enhanced APA results emphasize the influence 
of the outliers, which implies that the distribution parameters should be obtained by robust methods. 
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Figure 8. Group 3 tests enhanced APA results for the column (a) and beam (b) datasets when Sa(T1) is the IM. 
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Figure 9. Enhanced APA results from the tests of Group 3 for the ∆ datasets for both IMs 
 
 
5. CONCLUSIONS  
 
The hypothesis that a lognormal or a normal distribution could adequately model the probabilistic 
distribution of several seismic demand parameters was evaluated. The selected demand parameters 
were the φ, the θ, the V and the ∆. Several structures were analysed for suites of 50 ground motions. 
The chosen records were scaled for several intensities to evaluate the referred hypotheses for different 
hazard levels, and two different IMs were also considered to evaluate the influence of this parameter.  
The GOF results were obtained using appropriate statistical methods and were presented in terms of 
APA values data for the considered levels of seismic intensity and for both distribution hypotheses. 
The APA results indicated that the lognormal distribution is suitable for the probabilistic modelling of 
the φ, the θ and the ∆ demands. With respect to the V demand, the results indicated that both 



distributions have the same potential to model its probabilistic distribution. Since the V APA results 
were not totally satisfactory, a fragility analysis was performed to determine if the consideration of 
these distributions would lead to unacceptable errors. From this analysis it was concluded that the 
selected distributions hypotheses lead to fragility values that are on the safe side with acceptable 
errors. With respect to the type of IM, Sa(T1) was seen to be generally more adequate than PGA for the 
purpose of obtaining demand distributions more compatible with the selected distribution hypotheses.  
 
Finally, the analysis of the individual datasets indicated that outliers occur in many cases. Enhanced 
APA results were obtained after applying several DPMs to the datasets. The differences between the 
original and the enhanced APA results emphasized the influence of the outliers, thus implying that 
robust methods should be used to determine the distribution parameters and minimize their effects.  
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