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Abstract 
The accurate segmentation of brain tissues in Magnetic Resonance (MR) images is an im-
portant step for detection and treatment planning of brain diseases. Among other brain tissues, 
Gray Matter, White Matter and Cerebrospinal Fluid are commonly segmented for Alzheimer 
diagnosis purpose. Therefore, different algorithms for segmenting these tissues in MR image 
scans have been proposed over the years. Nowadays, with the trend of deep learning, many 
methods are trained to learn important features and extract information from the data leading 
to very promising segmentation results. In this work, we propose an effective approach to 
segment three tissues in 3D Brain MR images based on B-UNET. The method is implemented 
by using the Bitplane method in each convolution of the UNET model. We evaluated the 
proposed method using two public databases with very promising results. 
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1. Introduction 

 
In our aging society, many degenerative diseases of the nervous system are becoming more 

and more common. Neurodegenerative diseases represent a large group of neurological disorders 
with heterogeneous clinical and pathological effects on specific subsets of neurons in specific 
functional anatomic systems [1]. Many symptoms related to these diseases can be detected by 
using medical imaging. The most common imaging technique for the examination of brain dis-
eases is Magnetic Resonance Imaging (MRI), which allows the visualization of the structure of 
the brain tissues. However, a crucial step in the diagnosis and treatment of brain diseases based on 
MRI is the accurate segmentation of the imaged brain tissues.  

Many methods have been proposed for brain tissues segmentation from 3D Brain MRI [2-4]. 
Among other brain tissues, Gray Matter, White Matter, and Cerebrospinal Fluid are usually 
segmented for Alzheimer diagnosis purpose [5-8]. In the group of machine learning networks, 
Convolutional Neural Network (CNNs) has been successfully used to segment and classify 
medical images for many years [9,10]. A CNN uses layers to transform the input data trough 
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filters in order to obtain automatically the features for classification. There are recent ap-
proaches using CNNs for image segmentation that have shown better results than the previous 
ones such as UNET [11] 

This article is organized in four sections. Section 2 presents the proposed method, which is 
based on Bitplane and UNET. Section 3 reports the experiments using two image databases: IBSR 
and MICCAI challenge 2018 datasets. The conclusions are presented in the last section. 

 
2. Proposed method 

 
The proposed method is composed of two main steps: Skull stripping and Brain tissues seg-

mentation, Figure 1. From the original 3D MR image, we tranform the 3D dataset into 2D slices, 
and implement UNET model for the image segmentation based on 2 steps, which is an extension 
of each neuronal convolution using features generating from the Bitplane method. 

 

 
 

Skull-stripping 
 
 

 
 

Tissues segmentation 
 
 

 
 

Fig. 1. The overview of the proposed method to segment three brain tissues in 3D MR images. 
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The Bitplane method [12] is based on decomposing a multilevel image into a series of binary 
images. The intensities of an image are based on: 
𝑎"#$2"#$ +	𝑎"#(2"#( +⋯+ 𝑎$2$ + 𝑎*2*       (1) 
 
where a is the order bit of each pixel and m is the grey level in the input image. 
 
 

 
Fig. 2. Example of eight-bit planes of an image [13].  

We represented each input image slice by eight-bit planes as shown in Fig. 2. We realized that 
higher-order bits contain most of the significant commonly used visual information, and that lower-
order bits contain subtle details that are not clinically relevant. In some cases, in order to reduce the 
effect of small intensity variations, we can use the OR operation between two bit planes: (m-1)th bit 
and (m-2)th bit planes:  
𝑔, = 𝑎"#$	Å	𝑎"#(          (2) 

 
One of the CNN models commonly used in medical image segmentation is UNET [11], which 

is based on autoencoder. Here, we propose an approach by extending each convolution in the 
UNET model. With the input of convolution, multiple different features are generated based on 
the bit values of each pixel of the image, by using the Bitplane method, and the output is the 
convolution of the combination of these features. Let’s consider layer i, and 𝐿 = {𝐾$,… , 𝐾3} as 
the set of output by using the Bitplane method. Hence, the number of feature maps that layer i 
generates is equal to the merge of the number of feature maps that the layer i generates. For ex-
ample, as shown in Figure 3, instead of using only convolution for input, multiple binary features 
are generated after using convolution and the output is the merge as Add operator for these binary 
features. 
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Fig. 3. Example of using the Bitplane method with a convolution. 

  
3. Experiments and Discussion 

 
We evaluated the proposed method on the IBSR 18 image database [14], which contains real 

cases and has been used in many studies regarding brain tissues segmentation in MR image scans. 
We also evaluated the method with a database from a MICCAI challenge [15] that is often used for 
comparing methods for the segmentation of gray matter, white matter, cerebrospinal fluid, and other 
structures on 3T MR image scans of the brain, and to assess the effect of severe pathologies on the 
segmentation results and brain volumetry. One of the most common metrics used for evaluating the 
performance of a segmentation method is Dice Similarity Coefficient [16]: 

𝑆	(𝑋, 𝑌) = (|;∩=|
|;|	>	|=|

,        (6) 
where |X| and |Y| are the number of non zero voxels in sets X and Y, and |X∩Y| is the number of 
non zero voxels shared by the two sets, respectively. 
 
IBSR 18 database: This image dataset is composed of 18 T1 weighted MRI scans with 1.5 mm of 
slice thickness (256x128x256). These volumes are provided after skull-stripping, normalization and 
bias field correction. The provided ground truth is composed of manual segmentations performed 
by experts using tissue labels as 0, 1, 2, 3 for background, CSF, GM, and WM, respectively. Each 
MRI brain volume has 128 slices of size 256 × 256 pixels each. 
Our proposed method was implemented based on the Keras library [17] with back-end Tensorflow 
[18] supporting convolutional network. The used optimizer was ‘Adam’ [19] and the loss was se-
lected as 'binary_crossentropy' loss [20]. We evaluated the IBSR 18 database with k-folds =3 and 
the obtained results are shown in Table 1. An example of a segmentation result is shown in Figure 
4. 
 

Table 1 – The Dice values obtained for the IBSR 18 dataset. 
 WM GM CSF Average 

U-NET 0.92 0.92 0.77 0.87 
B-UNET 0.93 0.92 0.78 0.88 
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Fig 4. Example of a segmentation result in the IBSR dataset (slice: 40 - person IBSR_01). 

 
 
The Database Grand Challenge on MR Brain Segmentation proposed in MICCAI 2018 consists of 
7 sets of MR brain images (T1, T1 inversion recovery, and T2-FLAIR), which are accompanied 
with the manual segmentation of three brain structures made by experts. All image scans have a 
voxel size of 0.958 mm × 0.958 mm × 3.0 mm and all are already aligned and biased field corrected 
using the N4ITK algorithm [21]. Here, we only used T1 and T2-FLAIR images as input for 
segmentation. 
Our method was implemented based on a Keras library with back-end Tensorflow supporting 
convolutional network. We evaluated the database with k-folds =3 obtaining the results indicated 
in Table 2. T. An example of a segmented image of this dataset is shown in Figure 5. 
 

Table 2. The Dice values obtained for MICCAI 2018 MRBRAIN dataset. 
 WM GM CSF Average 

U-NET 0.87 0.82 0.87 0.85 
B-UNET 0.87 0.83 0.88 0.86 

 
 
 

  
Fig 5. Example of a segmentation result in the MRBRAIN MICCAI 2018 dataset (slice 25 person 

1). 
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From the results obtained in the two evaluations done, we can conclude that very posimissing 
results were achivied as to the segmentation of the brain tissues. In our approach, we extended a 
well known architecture for 2D image segmentation (UNET) by replacing 2D convolutions with 
Bitplane Convolutions. From each convolution, one feature is extended multiple features that come 
from bit positions. The important and hidden features combined with features generated using the 
UNET model allows the achivement of superior segmentation results. 

With our approach, the segmenation results are better thand the ones obtained the original 
UNET because in each convolution, the original convolution method is combined with the 
convolution of other features to get the best classification features. However, this has high 
computational cost and, therefore, it imrpoved model is slower to train than the original UNET 
model. 
 
4. Conclusion 

 
In this study, we proposed an approach to segment brain tissues in 3D MR images. The proposed 

solution is based on the building of more features and their combination in each convolution. Here, 
we implemented  to generate multiple binary features by using Bitplane method in each con-
volution of the UNET model. The proposed method was evaluated using two public databases and 
obtained very promising results, basically, because the original input of each convolution is gener-
ated into multiple features before using convolution. In the future, we will concentrate on the ex-
tension of other operators in the classification model to get even better segmentation results. 
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