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Abstract. We consider empirical multi-dimensional Rare Events Point Processes that keep
track both of the time occurrence of extremal observations and of their severity, for stochastic
processes arising from a dynamical system, by evaluating a given potential along its orbits.
This is done both in the absence and presence of clustering. A new formula for the piling
of points on the vertical direction of bi-dimensional limiting point processes, in the presence
of clustering, is given, which is then generalised for higher dimensions. The limiting multi-
dimensional processes are computed for systems with sufficiently fast decay of correlations.
The complete convergence results are used to study the effect of clustering on the convergence
of extremal processes, record time and record values point processes. An example where the
clustering prevents the convergence of the record times point process is given.
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1. Introduction

The main goal of this work is to study the complete convergence of multi-dimensional empirical
Rare Events Point Processes (REPP) arising from stationary stochastic processes generated
by chaotic dynamical systems. Namely, we consider a deterministic discrete time dynamical
system (X ,B, µ, T ), where X is a compact manifold, B is its Borel σ-algebra, T : X → X is a
measurable map and µ is a T -invariant probability measure, i.e., µ(T−1(B)) = µ(B), for all
B ∈ B. One can think of T : X → X as the evolution law that establishes how time affects the
transitions from one state in X to another. We consider an observable (measurable) function
ϕ : X → R and define the stochastic process X0, X1, . . . by:

Xn = ϕ ◦ Tn, for every n ∈ N0, (1.1)

where Tn denotes the n-fold composition of T , with the convention that T 0 is the identity
map on X and N0 is the set of non-negative integers.

We will be particularly interested in the two-dimensional empirical REPP counting the number
of observations Xj that lie on some normalised interval of thresholds, for j on a certain
normalised time frame, i.e.,

Nn([t1, t2)× [τ1, τ2)) = #{j ∈ [nt1, nt2) : un(τ2) < Xj ≤ un(τ1)}, (1.2)

where the sequence of levels (un(τ))n∈N is chosen to avoid non-degeneracy and is typically such
that the expected number of exceedances, i.e., observations satisfying Xj > un(τ), among
the first n random variables (r.v.) of the process, is asymptotically τ (see equation (2.1)
below). In particular, this means that the event Xj > un(τ) is asymptotically rare, i.e.,
limn→∞ µ(Xj > un(τ)) = 0, which motivates the name used for the empirical point process.

Since these processes keep information about both the times and magnitudes of extreme ob-
servations, they are quite useful for risk assessment and evaluation of the impact of hazardous
events corresponding to phenomena that can be easily modelled by dynamical systems, such
as meteorological events or the behaviour of financial markets. In fact, the complete conver-
gence of such two-dimensional empirical REPP is a powerful technique to study the extremal
behaviour of the systems and has a large scope of applications. Using the appropriate pro-
jecting map, it allows us to obtain asymptotic behaviour of the higher order statistics and
exceedances of high levels, analyse the behaviour of record times, i.e., the moments at which
a record observation occurs ([40, 42, 43]), or the convergence of the related extremal processes
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introduced in [11] and studied in [29, 40, 42], or the convergence of the one-dimensional REPP
as considered in [27, 13, 16].

In the case of independent and identically distributed (iid) sequences of random variables or for
stationary sequences for which there is no clustering of exceedances, i.e., the non-appearance
of clumps of abnormal observations above high thresholds, then the empirical REPP Nn given
as in (1.2) converges to a two-dimensional Poisson process, with two-dimensional Lebesgue
measure as intensity measure (see [40, 42, 43] and [31, Chapter 5.7]).

In the context of dynamical systems, we recall that a connection between extreme values and
hitting times was observed by Collet [9] and formally established in [13, 14]. The idea is that
the observable function ϕ is typically maximised at a certain point ζ ∈ X and so, observations
with abnormally high values correspond to entrances of the orbit in small neighbourhoods
of ζ and the magnitude of the excesses is determined by how small is the distance of the
orbital point to ζ. For higher dimensional systems, it may be useful to consider, instead of the
two-dimensional time-magnitude space [0,+∞)× [0,+∞) used in (1.2), the multi-dimensional
time-position space [0,+∞)×TζX , where TζX ⊂ Rd, in the second component, is the tangent
space to X at ζ, so that after a normalisation and projection from TζX to X , we can keep
track of the position of the orbit on the phase space, which will ultimately allow us to recover
information about the distance to ζ and therefore about the magnitude of the observations.

In the context of dynamical systems, the complete convergence of two-dimensional empirical
REPP has been addressed in the very recent work [25], only in the absence of clustering of
rare events, which means that the limiting process is a Poisson process, as in the independent
case. In order to prove the complete convergence, the authors use a thinning technique, as in
[31, Section 5.5–5.7], that in some sense allows us to reduce the problem the one-dimensional
multilevel case. Let us mention that, independently, in [39], the authors also study some
general spatio-temporal point processes with a different construction (the spatial component
is bounded), which they manage to apply to hyperbolic systems such as billiards.

In this paper we prove the complete convergence of multi-dimensional empirical REPP both in
the presence and absence of clustering of rare events for non-uniformly expanding dynamical
systems which present a sufficiently fast loss of memory. One of the major highlights is
the precise description we provide of the limiting processes that appear in the presence of
clustering. We recall that, in this context, clustering is associated to some sort of underlying
periodicity [15], such as when the point ζ, where ϕ is maximised, is a periodic point. The
effect of clustering in the limiting process for (1.2) can be portrayed as a piling of points
in the vertical direction, corresponding to the observations within the same cluster, while in
the horizontal direction these vertical piles appear scattered as in a typical Poisson process.
This effect has been described in [36, 26, 37]. However, the distribution of the points on the
vertical piles has never been clearly depicted nor computed. In fact, as stated in [37], the
Mori-Hsing characterisation of the limiting process, in [36, 26], can be regarded as implicit.
Using some sort of adaptation of the thinning technique, described in [31, Section 5.5], to the
presence of clustering, more insight about the limiting processes is given in [37], by means of
multilevel projections to 1-dimensional REPP. However, up to our knowledge, there is still
no clear picture about these processes in the literature. Hence, in our opinion, the simple
representations we give of the limiting processes such as in equations (2.9), (2.11), (4.13),
(4.14) and, most of all, the formulas to compute their distributions provide a new decisive
step towards the full understanding of such processes.
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The convergence results in [36] assume α-mixing, while, in both [26, 37], the stationary sto-
chastic processes are assumed to satisfy a condition ∆, similar to Leadbetter’s D condition
(see [31]). None of these assumptions is easily verified for the stochastic processes (1.1) arising
from the dynamics that we consider here. For this reason, we needed to prove the convergence
results under some weaker assumption that we call Д∗q so that we can apply the results to
dynamical systems. Hence, we believe that the results here are also of interest in the classical
field of extremes because we prove the complete convergence of general stationary stochastic
processes under weaker assumptions on the long range dependence structure.

The techniques we use to prove the complete convergence build up on an idea introduced in [15]
and further elaborated in [16, 17], which consists in realising that, in the limit, the probability
of having no exceedances can be approximated by the probability of having no escapes (a
terminology introduced in [15]). Usually, in the dynamical setting, an exceedance corresponds
to an entrance in a certain ball around the point ζ ∈ X , where ϕ is maximised, while an escape
corresponds to an entrance in a certain annulus around ζ. This idea stated in Proposition 3.2
below is at the core of the argument that allows us to prove the complete convergence under
weaker assumptions, which can be easily verified by the systems we consider, and to obtain
the new formulas to describe the limiting process, such as in (3.11).

As a consequence of the complete convergence of the empirical multi-dimensional REPP, we
obtain the convergence of extremal processes, record times and record values point processes
and one-dimensional REPP for stochastic processes as in (1.1), both in the presence and ab-
sence of clustering. These corollaries follow by application of the continuous mapping theorem.
In particular, this allows us to recover the main result in [16], which proved the convergence
of one-dimensional REPP to a compound Poisson process with Poisson events charged with
a geometric multiplicity distribution, in the presence of clustering caused by a repelling peri-
odic point ζ. The geometric distribution is explained by the fact that a long cluster appears
whenever the orbit enters a preimage of high order of the ball and the backward contraction
rate at ζ gives the exponential factor. This can now be fully appreciated graphically by the
distribution of the points on the vertical piles (see Figure 1).

The first results about extremal processes and records in the dynamical systems context were
proved in [25], in the absence of clustering. Hence, another novelty here is study of the effect
of clustering in the convergence of extremal processes, record time and record value point
processes for dynamically generated processes, as in (1.1). In fact, even in the classical context
of general stationary stochastic processes satisfying the ∆ condition, we could not find, in the
literature, a proof of the continuity of the projection to D((0,∞)), the space of functions on
(0,∞) that are right continuous and have left-hand limits, equipped with the Skorokhod’s M1

topology, which we also provide to study the convergence of extremal processes. We remark
that the proofs of continuity of the projection to D((0,∞)), equipped with the Skorokhod’s
J1 topology used in the iid case are not sufficient for our applications since the J1 topology is
not adequate to deal with the stacking of points on the vertical direction. The Skorokhod’s
M1 topology was also used recently in [34] to prove convergence to stable Lévy processes.

Regarding the study of record time and record value point processes, we are able to establish
their convergence when the point ζ is a repelling periodic point, in which case the clustering
has no effect on the limiting process obtained. However, we give an example where the
convergence cannot be established at all because of the particular way how points get stacked
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on the same vertical pile. This contrasts with the situation where there is no clustering and,
to our knowledge, is another novelty.

Among the dynamical systems to which we can apply the complete convergence results, we
mention uniformly expanding systems, such as Rychlik maps [46] or higher dimensional ver-
sions such as in [47], non-uniformly expanding systems which admit a uniformly expanding
first return time induced system, such as Manneville-Pomeau [41] or Liverani-Saussol-Vaienti
maps [32] or Misiurewicz quadratic maps [35]. Moreover, in the absence of clustering, our
results can also be applied to Hénon maps, billiards with exponential and polynomial decay
of correlations and general non-uniformly hyperbolic systems admitting Young towers with
exponential and polynomial tails.

2. Complete convergence of empirical Rare Events Point Processes

2.1. Review of point process theory. The theory of point processes provides a very pow-
erful tool to study the extremal behaviour of stochastic processes. We start by establishing
some notation, the definition of point processes and recalling some useful facts. For more
details on the subject see [28] and [43, Chapter 3].

2.1.1. Definition of point processes. Let E be a locally compact topological space with count-
able basis and E its Borel σ-algebra. In the applications below E is a subset of Rd for some
d ∈ N.

A point measure on E is a measure m of the following form:

m =
∞∑
i=1

δxi , where δxi is the dirac measure at xi ∈ E.

The measure m is said to be Radon if m(K) <∞, for all compact sets K ∈ E , and simple if
all the xi, with i = 1, 2, . . ., are distinct. Let Mp(E) be the space of all Radon point measures
on E and Mp(E) be the smallest σ-algebra containing the sets {m ∈Mp(E) : m(F ) ∈ B} for
all F ∈ E and all Borel B ⊂ [0,∞). We endow Mp(E) with the vague topology so that it
becomes a complete, separable metric space. A point process on E is a measurable map from
a probability space to Mp(E) equipped with its σ-algebra Mp(E). For example, Nn described
by (1.2) is a point process on E = [0,∞)2, since it can be formally written as a measurable
map from the probability space (X ,B, µ) to (Mp(E),Mp(E)).

2.1.2. Weak convergence of point processes. Consider a sequence of point processes (Nn)n∈N0

defined on some probability space (Ω,F ,P) and taking values onMp(E) equipped with Mp(E).
We say that Nn converges weakly to N0, which we denote by Nn ⇒ N0, if for every bounded,
continuous real valued function f on Mp(E) (endowed with the vague topology), we have:∫

Mp(E)
f d(Nn)∗P→

∫
Mp(E)

f d(N0)∗P, as n→∞,

where (Nn)∗P is the measure defined on Mp(E) corresponding to the pushforward of P by Nn,
for each n ∈ N0. Proving weak convergence using the definition is often quite hard and, in
fact, we will use the following criteria due to Kallenberg [28], which applies when the limiting
point process is simple.
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Theorem 2.1 (Kallenberg’s criteria). Let S be a semi-ring that generates the ring R, which,
in turn, generates E . Assume that N0 is a simple point process on Mp(E) and P(N0(∂F ) =
0) = 1, for all F ∈ R. If we have

(A) lim
n→∞

P(Nn(F ) = 0) = P(N0(F ) = 0) (B) lim
n→∞

E(Nn(G)) = E(N0(G)) <∞,

for all F ∈ R and G ∈ S , then Nn ⇒ N0.

Remark 2.2. Observe that two simple point processes N and N∗ are identical in distribution
if for all F ∈ R we have

P(N(F ) = 0) = P(N∗(F ) = 0).

See [43, Proposition 3.23] or [28, Theorem 3.3].

The power of weak convergence of point processes comes from the fact that from a weak
convergence result one can obtain several corollaries simply by using the Continuous Mapping
Theorem (CMT). In fact, the CMT applied in this setting, allows one to say that if Nn ⇒ N0

and h is a map from Mp(E), endowed with the vague topology, to some other metric space,
such that the probability of N0 landing on the set of the discontinuities of h is equal to 0, then
h(Nn)⇒ h(N0).

2.2. Empirical and limiting point processes. We start by defining the empirical one-
dimensional and two-dimensional REPP. We remark that our main goal is to study them in
the dynamical context but since our results actually apply in a much wider framework, we only
assume for now that X0, X1, . . . is a stationary stochastic process defined on the probability
space (Ω,F ,P), not necessarily arising from a dynamics as in (1.1).

In order to give a precise definition of the empirical REPP, we need a normalising sequence of
thresholds (un(τ))n∈N, such that the average number of exceedances of un(τ) among the first
n r.v. of the process is asymptotically constant and equal to τ > 0, which can be seen as the
asymptotic frequency of exceedances. Namely, we require that

nP(X0 > un(τ))→ τ > 0, as n→∞. (2.1)

Of course the higher the frequency τ the lower the corresponding thresholds un(τ) should be.
In fact, we assume that for each n ∈ N, the level function un(τ) is continuous and strictly
decreasing in τ . Hence, un has an inverse function, u−1

n , which, for each value z on the range
of the r.v. X0, returns the asymptotic frequency τ = u−1

n (z) that corresponds to the average
number of exceedances, among n observations, of a threshold placed at the value z.

2.2.1. One-dimensional REPP.

Definition 2.1. We define the empirical one-dimensional REPP as

N1
n =

∞∑
j=0

δj/n1Xj>un .

In the classical setting of stationary stochastic processes, in the absence of clustering, in [30]
these processes are shown to converge to a homogenous Poisson process of intensity τ . In [27],
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the authors consider the presence of clustering case and show that the limiting process is a
compound Poisson process, which can be written as

Ñ1 =
∞∑
j=1

DjδTj , (2.2)

where Tj =
∑j

`=0 T̄` is based on an iid sequence (T̄j)j∈N such that T̄j
D∼ Exp(θτ), j = 1, 2 . . .,

and (Dj)j∈N is an iid sequence of positive integer r.v. independent of the sequence (Tj)j∈N.
The idea is that, in the limit, the exceedances in the same cluster get concentrated in the
same Poisson time event that has now a multiplicity, which corresponds to the cluster size,
whose average is 1/θ. The parameter 0 < θ < 1 is called the Extremal Index (EI) and gives
an indication of the intensity of clustering. In fact, in most situations the EI can be seen as
the inverse of the average cluster size.

In [13], the convergence to a homogenous Poisson process, N1, was proved for processes arising
from dynamical systems where ζ was a typical point w.r.t. µ. In [16], the results of [27] were
generalised and applied to stochastic processes arising from dynamical systems, where the
observable ϕ was maximised at a repelling periodic point ζ. The parameter θ depended on the
expansion rate at ζ, which, for 1-dimensional systems with a measure µ absolutely continuous
w.r.t. Lebesgue and sufficiently regular, can be written as θ = 1− 1/|DT pζ |, where DT

p
ζ is the

derivative of T p at the periodic point ζ of period p. Moreover, a new formula to compute the
multiplicity distribution was provided and, in these cases of repelling periodic points, it was
shown the appearance of a geometric multiplicity distribution, namely, π(κ) = P(Di = κ) =
θ(1 − θ)κ−1. This compound Poisson distribution was also observed in [21]. Then, in [2] a
dichotomy was established: either ζ is not periodic and the empirical REPP converges to a
Poisson process or ζ is periodic and, in this case, a compound Poisson process with geometric
multiplicity distribution applies. Different multiplicity distributions were obtained when ζ was
a discontinuity point of the system ([2]) and when multiple correlated maximal points were
considered in [3].

2.2.2. Two-dimensional REPP.

Definition 2.2. We define the empirical two-dimensional REPP as

Nn =
∞∑
j=0

δ(j/n,u−1
n (Xj))

.

This type of two-dimensional REPP, with a different normalisation on the second component,
was studied earlier in [40, 42], on the iid setting. In [1] and [31, Chapter 5.3], for stationary
sequences satisfying a uniform mixing condition of Leadbetter’s type and in the absence of
clustering, the process Nn is shown to converge weakly to a two-dimensional Poisson process
with two-dimensional Lebesgue intensity measure, N , which can be described as follows. Let
(T̄i,j)i,j∈N be a matrix of iid r.v. with common Exp(1) distribution and consider (Ti,j)i,j∈N
given by:

Ti,j =

j∑
`=1

T̄i,`. (2.3)
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Note that the rows of (Ti,j)i,j∈N are independent. Let (Ui,j)i,j∈N be a matrix of independent
r.v. such that, for all j ∈ N, the r.v. Ui,j

D∼ U(i−1,i], i.e., Ui,j has a uniform distribution on
the interval (i − 1, i]. We assume that the matrices (Ti,j)i,j∈N and (Ui,j)i,j∈N are mutually
independent. Then we can write:

N =
∞∑

i,j=1

δ(Ti,j ,Ui,j). (2.4)

In the absence of clustering, the weak convergence Nn ⇒ N was also established by Hol-
land and Todd in [25], under weaker mixing assumptions (the authors introduce a condition
Dr(u(k)

n ) similar toD3(un) used in [13]), which allowed them to apply their results to stochastic
processes arising from dynamical systems like the ones we consider here.

In the presence of clustering, in the dynamical setting, there are no results regarding the
convergence of Nn. In the classical setting of stationary stochastic processes, we mention the
results by Mori [36] for α-mixing processes, by Hsing [26] for processes satisfying a condition ∆,
which is closely related toD(un) introduced by Leadbetter, by Novak [37], also under condition
∆, and by Resnick and Zeber [44] for Markov chains. The Mori-Hsing characterisation tells
us that the limiting process, N , admits the representation:

Ñ =
∞∑

i,j=1

Ki,j∑
`=1

δ(Ti,j ,Ui,jYi,j,`), (2.5)

where Ti,j is given by (2.3), for T̄i,j
D∼ Exp(θ), Ui,j

D∼ U(i−1,i] and (Yi,j,`)`∈N are the points of a
point process γi,j on [1,∞), with 1 as an atom. All the γi,j , i, j ∈ N are identically distributed
and (T̄i,j)i,j∈N, (Ui,j)i,j∈N and (Yi,j,`)i,j∈N are mutually independent for all ` ∈ N.

One of the drawbacks of the Mori-Hsing representation is the fact that little is known about
the vertical points given from the point processes γi,j and, in particular, how to compute their
distributions. Novak rewrites the limiting process using one-dimensional processes and an
adaptation of the thinning technique described in [31, Chapter 5.5], but still no much insight
regarding the distribution of the piling on vertical direction is given. The results below fill
this gap.

2.2.3. Two-dimensional REPP in the dynamical setting. In order to illustrate the potential of
our approach, we consider stochastic processes arising from dynamical systems in the same
setting described in [13], [15, Section 3.1] or [33, Chapter 4.2.1] and give a precise explicit
formula for the limiting process. We recall that in most situations the observable ϕ achieves a
maximum at a point ζ, which means that a natural condition then is to assume that, at least
locally, ϕ behaves as a decreasing function of the distance to ζ (for a given metric adequate
to the study case). Hence, we assume that the observable ϕ : X → R ∪ {+∞} is of the form

ϕ(x) = g (dist(x, ζ)) , (2.6)

where ζ is a chosen point in the phase space X and the function g : [0,+∞) → R ∪ {+∞}
is such that 0 is a global maximum (g(0) may be +∞); g is a strictly decreasing bijection
g : V →W in a neighbourhood V of 0; and has one of the three types of behaviour described
in [13, Section 1.1] or [33, Chapter 4.2.1]. From the definition of ϕ, we have

{X0 > un} = Bg−1(un)(ζ), (2.7)
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where Bε(ζ) denotes a ball of radius ε around ζ. As observed in [13, Remark 1], the type of g
determines the tail of the distribution of X0 and so there exists a clear link between the three
types of g and the three types of domains of attraction for maxima for the distribution of X0.

Using (2.6) and (2.1), in a similar way to the computation leading to (2.7), we obtain that
u−1
n (z) ∼ nµ

(
Bg−1(z)(ζ)

)
, where we use the notation A(n) ∼ B(n), when limn→∞

A(n)
B(n) = 1.

Hence, in this situation, we can rewrite the two-dimensional REPP given in Definition 2.2, as
measurable map from (X ,B, µ) to Mp([0,∞)2), in the following way:

Nn(x) =
∞∑
j=0

δ(
j/n, nµ

(
Bdist(Tj(x),ζ)

(ζ)
)) . (2.8)

This formula helps to predict the liming process. Note that there is a contraction in the
horizontal direction, which is responsible for the collapsing of the exceedances of the same
cluster on the same vertical line, and an expansion, by the inverse factor, in the vertical
direction, which makes it clear that only when the orbit is very close to ζ, one has an exceedance
of an high threshold, corresponding to a small limiting frequency τ .

In order to be more concrete, assume that µ is absolutely continuous with respect to Lebesgue
measure with a sufficiently regular density so that µ(Bε(ζ)) ∼ Cεd, as ε → 0, for some
constant C > 0 and where d denotes the integer dimension of X . Assume further that, as in
[15, 16], ζ is a repelling periodic point of prime period p and, moreover, the derivative DT pζ
expands uniformly in every direction at a rate α. This means that if T j(x) is very close to ζ
then dist(T j+p(x), ζ) ∼ α dist(T j(x), ζ). As a consequence, we will show that, in these cases,
the limiting process can be written as:

Ñ =
∞∑

i,j=1

∞∑
`=0

δ(Ti,j , α`d Ui,j), (2.9)

where Ti,j is given by (2.3), for T̄i,j
D∼ Exp(θ), with θ = 1−α−d, Ui,j

D∼ U(i−1,i] and, as before,
(T̄i,j)i,j∈N and (Ui,j)i,j∈N are mutually independent.

5 10 15 20 25 30
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2

3

4

5

5 10 15 20 25 30 35
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2
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5

Figure 1. Simulation of the two-dimensional Poisson process N given by
(2.4), on the left, and simulation of the two-dimensional process Ñ given by
(2.9), with d = 1 and α = 3/2, on the right.

Note that this new formula completely describes the limiting two-dimensional process, includ-
ing the distribution of the points on vertical direction, and arises naturally from the dynamical
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system. In fact, for example, for one-dimensional uniformly expanding systems as considered
by Rychlik, in [46], a dichotomy holds. Either ζ is non-periodic and the two-dimensional REPP
converges to the Poisson process given by (2.4), or ζ is periodic and the limiting process is
given by (2.9). Moreover, note that the geometric multiplicity distribution obtained in [16]
for the limit of the one-dimensional REPP can be easily understood now from the geometric
displacement of the points on the vertical lines, by the factor αd.

2.2.4. Multi-dimensional REPP in the dynamical setting. For higher dimensional systems,
when the expansion rate is not uniform in all directions, for example, it may be useful to keep
track of the movement of the points in all directions so that we can understand completely
how does the distance to ζ evolve, which is directly tied to the magnitude of the observations
(see Corollary 4.5). In order to do this, we consider the tangent space TζX and, assuming ζ
is an hyperbolic periodic point (in our case a repelling periodic point), we let Φζ : V → W
denote a diffeomorphism, defined on an open ball, V , around ζ in TζX onto a neighbourhood,
W , of ζ in X , such that Φζ(E

s,u ∩ V ) = W s,u(ζ) ∩W .

In what follows we will use the notation | · | and Leb(·) for Lebesgue measure, i.e., for every
borelian set A, we write |A| = Leb(A) for the Lebesgue measure of A.

Definition 2.3. We define an empirical multi-dimensional REPP processN∗n : X →Mp([0,∞)×
TζX ) by

N∗n =
∞∑
j=0

δ(
j/n,

Φ−1
ζ

(Tj(x))

g−1(un(1))|B1(ζ)|1/d

) .

In the absence of clustering, like when ζ is not periodic, the limiting process for N∗n is a multi-
dimensional homogeneous Poisson process with intensity measure given by Lebesgue measure,
which can be written as:

N∗ =
∞∑

i,j=1

δ(Ti,j , Ui,j), (2.10)

where Ti,j is given by (2.3), for T̄i,j
D∼ Exp (Leb (Bi(ζ) \Bi−1(ζ))), with Bi(ζ) denoting the

ball of radius i ∈ N around ζ on TζX , B0(ζ) = ∅; Ui,j
D∼ UBi(ζ)\Bi−1(ζ), which means that Ui,j is

a point of Bi(ζ) \Bi−1(ζ) selected randomly according to normalised d-dimensional Lebesgue
measure on TζX , i.e., Leb/(Leb(Bi(ζ) \ Bi−1(ζ))). As before, (T̄i,j)i,j∈N and (Ui,j)i,j∈N are
mutually independent.

In the presence of clustering, we will show that, under the same assumptions on the regularity
of µ with respect to Lebesgue measure, as before, then there exists some 0 < θ < 1 such that
the limiting process can be written as:

N∗θ =
∞∑

i,j=1

∞∑
`=0

δ
(Ti,j , DT

`p
ζ (Ui,j))

, (2.11)

where the variables Ti,j and Ui,j are as described above, except for T̄i,j , which is now such
that T̄i,j

D∼ Exp (θLeb (Bi(ζ) \Bi−1(ζ))), instead. In the case of ζ being a repelling periodic
point, we will see that θ = 1− | det−1(DT pζ )|.
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3. General complete convergence of multi-dimensional empirical REPP

The main goal is to study time series arising from discrete dynamical systems as described
in (1.1). Yet, as the results we need to develop apply to general stationary stochastic pro-
cesses, in this section, we identify X0, X1, . . . with the respective coordinate-variable process
on (SN0 ,BN0 ,P), given by Kolmogorv’s existence theorem, where S = Rd and BN0 is the
σ-field generated by the coordinate functions Zn : SN0 → S, with Zn(x0, x1, . . .) = xn, for
n ∈ N0, so that there is a natural measurable map, the shift operator T : SN0 → SN0 , given
by T (x0, x1, . . .) = (x1, x2, . . .), which when applied later in the dynamical systems context
can be identified with the action of time on the system. Except for the multi-dimensional
processes considered in Section 2.2.4, we always consider the case d = 1.

Note that, under these identifications, we can write:

Xi−1 ◦ T = Xi, for all i ∈ N.

Since, we assume that the process is stationary, then P is T -invariant. Note that Xi = X0◦T i,
for all i ∈ N0, where T i denotes the i-fold composition of T , with the convention that T 0

denotes the identity map on RN.

In what follows, for every A ∈ B, we denote the complement of A as Ac := X \A.
Let A ∈ B be an event and let J be an interval contained in [0,∞). We define

WJ(A) =
⋂

i∈J∩N0

T −i(Ac). (3.1)

We will write W c
J (A) := (WJ(A))c.

Consider the event A ∈ B and define, for some j ∈ N,

A(j) := A ∩ T −1(Ac) ∩ . . . ∩ T −j(Ac), (3.2)

and, for j = 0, we simply define A(0) = A.

Let (An)n∈N be a sequence of events in B. For each n ∈ N, let R(j)
n = min{r ∈ N : A

(j)
n ∩

T −rA(j)
n 6= ∅}. We assume that there exists q ∈ N0 such that:

q = min
{
j ∈ N0 : lim

n→∞
R(j)
n =∞

}
. (3.3)

3.1. Dependence conditions. In what follows, for some a > 0, y ∈ Rd and a set A ⊂ Rd,
we define the sets aA ⊂ Rd and A+ y, as aA = {ax : x ∈ A} and A+ y = {x + y : x ∈ A},
respectivley. We introduce a mixing condition which is specially designed for the application
to the dynamical setting.

Let E = ∪mk=1Ek, where for each k = 1, . . . ,m ∈ N,

Ek = Jk ×Ak, Jk = [ak, bk), Ak =

ςk⋃
s=1

Gk,s, where (3.4)

Gk,s = (τk,2s−1, τk,2s] or Gk,s = (ek,s,1, fk,s,1]× . . .× (ek,s,d, fk,s,d], (3.5)
for 0 ≤ a1 < b1 ≤ a2 < b2 ≤ . . . ≤ ak < bk and Gk,i ∩Gk,j = ∅ for i 6= j = 1, . . . , ςk, which in
the first case means that 0 ≤ τk,1 < τk,2 < . . . < τk,2ςk−1 < τk,2ςk .
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To study the two-dimensional empirical REPP introduced in Section 2.2.2, for each n ∈ N,
we define

Jn,k = nJk, Gn,k,s = {un(τk,2s) < X0 ≤ un(τk,2s−1)}, An,k =

ςk⋃
s=1

Gn,k,s and En,k = Jn,k×An,k,

(3.6)
where un(τ) is defined as in (2.1).

To study the multi-dimensional empirical REPP introduced in Section 2.2.4, for each n ∈ N,
we define

Jn,k = nJk, An,k = Φζ(g
−1(un(1))|B1(ζ)|1/dAk) and En,k = Jn,k ×An,k, (3.7)

where un(1) is defined as in (2.1).

Condition (Д∗q(un)). We say that Д∗q(un) holds for the sequence X0, X1, . . . if for every
m, t, n ∈ N and every Jk and Ak, with k = 1, . . . ,m, chosen as in (3.4), we have∣∣∣∣∣P

(
A

(q)
n,k ∩

m⋂
i=k

WJn,i

(
A

(q)
n,i

))
− P

(
A

(q)
n,k

)
P

(
m⋂
i=k

WJn,i

(
A

(q)
n,i

))∣∣∣∣∣ ≤ γ(q, n, t), (3.8)

where, for k = 1, . . . , n, each Jn,k and An,k is associated to Jk and Ak, respectively, as in (3.6)
or (3.7), A(q)

n,k is associated to An,k by (3.2), min{Jn,k ∩ N0} ≥ t and γ(q, n, t) is decreasing
in t for each n and there exists a sequence (tn)n∈N such that tn = o(n) and nγ(q, n, tn) → 0
when n→∞.

For some fixed q ∈ N0, consider the sequence (tn)n∈N, given by condition Дq(un)∗ and let
(kn)n∈N be another sequence of integers such that

kn →∞ and kntn = o(n). (3.9)

Condition (Д′q(un)). We say that Д′q(un) holds for the sequence X0, X1, X2, . . . if there exists
a sequence (kn)n∈N satisfying (3.9) and such that, for everym and every Ak, with k = 1, . . . ,m,
chosen as in (3.4), we have

lim
n→∞

n

bn/knc−1∑
j=1

P
(
A

(q)
n,k ∩ T

−j
(
A

(q)
n,k

))
= 0, (3.10)

where, for k = 1, . . . , n, each An,k is associated to Ak, as in (3.6) or (3.7), and A(q)
n,k is associated

to An,k by (3.2)

3.2. The stacking distribution. We assume the existence of a σ-finite outer measure ν on
the positive real line so that the following limits exist for every k = 1, . . . ,m

lim
n→∞

nP(A
(q)
n,k) = ν(Ak), (3.11)

where A(q)
n,k is given by equation (3.6) or (3.7) and Ak by (3.4). The role played by the

outer measure ν is crucial for determining the distribution of the mass points of the limiting
process that get aligned at the same Poissonian time event and, ultimately, for determining
the limiting process itself.
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In the absence of clustering, i.e., if Д′0(un) holds then A(0)
n,k = An,k and, by (2.1), we have that

limn→∞ nP(Gn,k,s) = limn→∞ n (P(X0 > un(τk,2s))− P(X0 > un(τk,2s−1))) = |Gk,s|. There-
fore, in this case, we have ν = Leb and the 2-dimensional empirical REPP Nn given in
Definition 2.2 converges to a 2-dimensional Poisson process given in (2.4).

In the setting of Section 2.2.3, when the limiting process is given by (2.9), we expect that

lim
n→∞

nP(An,k) = lim
n→∞

nP

(
ςk⋃
s=1

Gn,k,s

)
=

ςk∑
s=1

|Gk,s| = |Ak| (3.12)

where Gn,k,s and Gk,s are given by equations (3.6) and (3.4), respectively. Moreover,

lim
n→∞

nP(A
(q)
n,k) =

ςk∑
s=1

∣∣Gk,s \ ςk⋃
s=1

∞⋃
j=1

(1− θ)jGk,s
∣∣ =

∣∣Ak \ ∞⋃
j=1

(1− θ)jAk
∣∣,

where θ = 1− α−d. In this case ν is given by

ν(A) =

∣∣∣∣∣A \
∞⋃
j=1

(1− θ)jA

∣∣∣∣∣. (3.13)

Remark 3.1. Observe that when Ak = [0, τ) then Ak \ (1 − θ)Ak = [(1 − θ)τ, τ) and |Ak \
(1 − θ)Ak| = θ|Ak| = θτ. Moreover, in this case where Ak = [0, τ), we can also write that
θ = limn→∞ θn, where

θn =
P(A

(q)
n,k)

P(An,k)
.

In the setting of Section 2.2.4, using uniform magnification of Lebesgue measure, we have
(see equation (4.8) below) limn→∞ nP(An,k) = |Ak|. Furthermore, limn→∞ nP(A

(q)
n,k) =

∣∣Ak \⋃∞
j=1DT

−j
ζ (Ak)

∣∣, so that, in this case, ν is given by

ν(A) =

∣∣∣∣∣A \
∞⋃
j=1

DT−jζ (A)

∣∣∣∣∣. (3.14)

3.3. Complete convergence. The cornerstone of the main convergence result in this section
is the following proposition that essentially asserts that the non-occurrence of the asymptot-
ically rare event An,k during a conveniently normalised time frame can be replaced by the
non-occurrence of the event A(q)

n,k on the same normalised time frame, up to an asymptotically
negligible error. This idea goes back to [15, Proposition 1] and was further elaborated in [17,
Proposition 2.7].

Proposition 3.2. Observe that∣∣∣∣∣P
(

m⋂
k=1

WJn,k

(
A

(q)
n,k

))
− P

(
m⋂
k=1

WJn,k (An,k)

)∣∣∣∣∣ ≤ q
m∑
k=1

P(An,k).

We are now ready to state a general complete convergence result.
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Theorem 3.3. Let m ∈ N and for each k = 1, . . . ,m let Ek, Jk, Ak be given, as in (3.4),
and Gk,s, as in (3.5), with s = 1, . . . , ςk . For n ∈ N, consider the respective versions
En,k, Jn,k, An,k and Gn,k,s given by (3.6) or (3.7). Let q be as in (3.3) and assume that
conditions Д∗q(un) and Д′q(un) hold. Also assume that there exists a σ-finite outer measure ν
on R+ such that (3.11) holds. Hence,

lim
n→∞

P

(
m⋂
k=1

WJn,k (An,k)

)
= lim

n→∞
P

(
m⋂
k=1

WJn.k

(
A

(q)
n,k

))
=

m∏
k=1

e−ν(Ak)|Jk|.

Remark 3.4. Note that using the right definition for Ak and An,k, we have P(Nn(Jk ×Ak) =
0) = P

(⋂m
k=1 WJn,k (An,k)

)
and P(N∗n(Jk ×Ak) = 0) = P

(⋂m
k=1 WJn,k (An,k)

)
.

Observe that the first equality in Theorem 3.3 follows from the definition of An,k and Propo-
sition 3.2, whose proof we start with.

Proof of Proposition 3.2. SinceA(q)
n,k ⊂ An,k, then clearly

⋂m
k=1 WJn,k(An,k) ⊂

⋂m
k=1 WJn,k(A

(q)
n,k).

Hence, we have to estimate the probability of
⋂m
k=1 WJn,k(A

(q)
n,k) \

⋂m
k=1 WJn,k(An,k).

Let x ∈
⋂m
k=1 WJn,k(A

(q)
n,k) \

⋂m
k=1 WJn,k(An,k). Then, T i(x) ∈ An,k for some i ∈ Jn,k =

[nak, nbk) and k ∈ {1, . . . ,m}. For that k, we will see that there exists j ∈ {1, . . . , q} such
that T nbk−j(x) ∈ An,k. In fact, suppose that no such j exists. Let ` = max{i ∈ Jn,k : T i(x) ∈
An,k}. Then, clearly, ` < nbk − q. Hence, if T i(x) /∈ An,k, for all i = ` + 1, . . . , nbk − 1,
then we must have that T `(x) ∈ A

(q)
n,k. But this contradicts the fact that x ∈ WJn,k(A

(q)
n,k).

Consequently, we have that there exists j ∈ {1, . . . , q} such that T nbk−j(x) ∈ An,k and since
x ∈ WJn,k(A

(q)
n,k) then we can actually write T nbk−j(x) ∈ An,k \A

(q)
n,k.

This means that
⋂m
k=1 WJn,k(A

(q)
n,k)\

⋂m
k=1 WJn,k(An,k) ⊂

⋃m
k=1

⋃q
j=1 T −(nbk−j)(An,k \A

(q)
n,k) and

then∣∣∣∣∣P
(

m⋂
k=1

WJn,k

(
A

(q)
n,k

))
− P

(
m⋂
k=1

WJn,k (An,k)

)∣∣∣∣∣ = P

(
m⋂
k=1

WJn,k(A
(q)
n,k) \

m⋂
k=1

WJn,k(An,k)

)

≤ P

 m⋃
k=1

q⋃
j=1

T −(nbk−j)
(
An,k \A

(q)
n,k

) ≤ m∑
k=1

q∑
j=1

P
(
An,k \A

(q)
n,k

)
≤ q

m∑
k=1

P(An,k),

as required. �

Before going to the proof of Theorem 3.3, we state and prove some auxiliary lemmata, in
which we will use the following notation Ws,`(A) := W[bsc,bsc+max{b`c−1, 0}](A) and W c

s,`(A) :=

(Ws,`(A))c.

Lemma 3.5. For any fixed A ∈ B and s, t′,m ∈ N, we have:∣∣P(W0,s+t′+m(A))− P(W0,s(A) ∩Ws+t′,m(A))
∣∣ ≤ t′P(A).
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Proof. Using stationarity we have

P(W0,s(A) ∩Ws+t′,m(A))− P(W0,s+t′+m(A)) = P(W0,s(A) ∩W c
s,t′(A) ∩Ws+t′,m(A))

≤ P(W c
0,t′(A)) = P(∪t′−1

j=0 T
−j(A))

≤
t′−1∑
j=0

P(T −j(A)) = t′P(A).

�

Lemma 3.6. For any fixed A ∈ B and integers s, t,m, we have:

|P(W0,s(A) ∩Ws+t,m(A))− (1− sP(A))P(W0,m(A))| ≤∣∣∣∣∣∣sP(A)P(W0,m(A))−
s−1∑
j=0

P(A ∩Ws+t−j,m(A))

∣∣∣∣∣∣+ s
s−1∑
j=1

P(A ∩ T −j(A)).

Proof. Observe that the first term in the bound is measuring the mixing across the gap t
and the second term is measuring the probability that two events A appear in the first block.
Adding and substracting and using the triangle inequality we obtain that

∣∣P(W0,s(A) ∩Ws+t,m(A))− P(W0,m(A))(1− sP(A))
∣∣ ≤∣∣∣∣∣∣sP(A)P(W0,m(A))−

s−1∑
j=0

P(A ∩Ws+t−j,m(A))

∣∣∣∣∣∣+
+

∣∣∣∣∣∣P(W0,s(A) ∩Ws+t,m(A))− P(W0,m(A)) +
s−1∑
j=0

P(A ∩Ws+t−j,m(A))

∣∣∣∣∣∣ . (3.15)

Regarding the second term on the right, by stationarity, we have

P(W0,s(A) ∩Ws+t,m(A)) = P(Ws+t,m(A))− P(W c
0,s(A) ∩Ws+t,m(A))

= P(W0,m(A))− P(W c
0,s(A) ∩Ws+t,m(A)).

Now, since W c
0,s(A)∩Ws+t,m(A) = ∪s−1

i=0T −i(A)∩Ws+t,m(A), we have by Bonferroni’s inequality
that

0 ≤
s−1∑
j=0

P(A ∩Ws+t−j,m(A))− P(W c
0,s(A) ∩Ws+t,m(A)) ≤

s−1∑
j=0

s−1∑
i>j

P(T −j(A) ∩ T −i(A) ∩Ws+t,m(A)).
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Hence, using these last two computations we get:∣∣∣P(W0,s(A) ∩Ws+t,m(A))− P(W0,m(A)) +

s−1∑
j=0

P(A ∩Ws+t−j,m(A))
∣∣∣

≤
s−1∑
j=0

s−1∑
i>j

P(T −j(A) ∩ T −i(A) ∩Ws+t,m(A))

≤
s−1∑
j=0

s−1∑
i>j

P(T −j(A) ∩ T −i(A)) ≤ s
s−1∑
j=1

P(A ∩ T −j(A)).

The result now follows directly from plugging the last estimate into (3.15). �

Proof of Theorem 3.3. We split time into alternate blocks of different sizes as usual and follow
particularly the notation of [13, Proposition 1]. Let h := infk∈{1,...,m}{bk − ak} and H :=
dbke. Let n be sufficiently large so that kn > 2/h. Note this guarantees that if we partition
[0, Hn] ∩ Z into blocks of length rn := bn/knc, I1 = [0, rn), I2 = [rn, 2rn),. . . , IHkn =
[(Hkn − 1)rn, Hknrn), IHkn+1 = [Hknrn, Hn), then there is more than one of these blocks
contained in Jn,i. Let S` = S`(kn) be the number of blocks Ij contained in Jn,`, that is,

S` := #{j ∈ {1, . . . ,Hkn} : Ij ⊂ Jn,`}.

As we have already observed S` > 1 for all ` = 1, . . . ,m. For each ` = 1, . . . ,m, we define

A` :=
m⋂
k=`

WJn,k

(
A

(q)
n,k

)
.

Set i` := min{j ∈ {1, . . . , kn} : Ij ⊂ Jn,`}. Then Ii` , Ii`+1, . . . , Ii`+S`−1 ⊂ Jn,`. Now, fix ` and
for each i ∈ {i`, . . . , i` + S` − 1} let

Bi,` :=

i`+S`−1⋂
j=i

WIj (A
(q)
n,`), I

∗
i := [(i− 1)rn, irn − tn) and I ′i := Ji − J∗i .

Note that |I∗i | = rn − tn =: r∗n and |I ′i| = tn. See Figure 2 for more of an idea of the notation
here.

Using Lemmas 3.5 and 3.6, we obtain∣∣∣P(Bi,` ∩A`+1)− (1− rnP(A
(q)
n,`))P(Bi+1,` ∩A`+1)

∣∣∣ ≤
≤ r∗n

r∗n−1∑
j=1

P
(
A

(q)
n,` ∩ T

−jA
(q)
n,`

)
+ 2tnP(A

(q)
n,`)

+

r∗n−1∑
j=0

∣∣∣P(A
(q)
n,`)P(Bi+1,` ∩A`+1)− P

(
T −j−(i−1)rnA

(q)
n,` ∩Bi+1,` ∩A`+1

) ∣∣∣,
Now using condition Д∗q(un), we obtain∣∣∣P(Bi,` ∩A`+1)− (1− rnP(A

(q)
n,`))P(Bi+1,` ∩A`+1)

∣∣∣ ≤ Υkn,n,`
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Figure 2. Notation

where

Υkn,n,` := r∗n

r∗n−1∑
j=1

P
(
A

(q)
n,` ∩ T

−jA
(q)
n,`

)
+ 2tnP(A

(q)
n,`) + r∗nγ(q, n, tn).

By (3.11), we may assume that n is sufficiently large so that
∣∣∣1− rnP(A

(q)
n,`)
∣∣∣ < 1 which implies∣∣∣P(Bi`,` ∩A`+1)−

(
1− rnP(A

(q)
n,`)
)
P(Bi`+1,` ∩A`+1)

∣∣∣ ≤ Υkn,n,`,

and ∣∣∣P(Bi`,` ∩A`+1)−
(

1− rnP(A
(q)
n,`)
)2

P(Bi`+2,` ∩A`+1)
∣∣∣

≤
∣∣∣P(Bi`,` ∩A`+1)−

(
1− rnP(A

(q)
n,`)
)
P(Bi`+1,` ∩A`+1)

∣∣∣
+
∣∣∣1− rnP(A

(q)
n,`)
∣∣∣ ∣∣∣P(Bi`+1,` ∩A`+1)−

(
1− rnP(A

(q)
n,`)
)
P(Bi`+2,` ∩A`+1)

∣∣∣
≤ 2Υkn,n,`.

Inductively, we obtain∣∣∣P(Bi`,` ∩A`+1)−
(

1− rnP(A
(q)
n,`)
)S`

P(A`+1)
∣∣∣ ≤ S`Υkn,n,`.

Using Lemma 3.5,∣∣∣P(A1)−
(

1− rnP(A
(q)
n,1)
)S1

P(A2)
∣∣∣ ≤ ∣∣∣P(A1)− P(Bi1,1 ∩A2)

∣∣∣+
+
∣∣∣P(Bi1,1 ∩A2)−

(
1− rnP(A

(q)
n,1)
)S1

P(A2)
∣∣∣

≤ 2rnP(A
(q)
n,1) + S1Υkn,n,1.
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and∣∣∣P(A1)−
(

1− rnP(A
(q)
n,1)
)S1

(
1− rnP(A

(q)
n,2)
)S2

P(A3)
∣∣∣ ≤∣∣∣P(A1)−

(
1− rnP(A

(q)
n,1)
)S1

P(A2)
∣∣∣+
∣∣∣1− rnP(A

(q)
n,1)
∣∣∣ ∣∣∣P(A2)−

(
1− rnP(A

(q)
n,2)
)S2

P(A3)
∣∣∣

≤ 2rnP(A
(q)
n,1) + S1Υkn,n,1 + 2rnP(A

(q)
n,2) + S2Υkn,n,2.

Again, by induction, we obtain∣∣∣P(A1)−
m∏
`=1

(
1− rnP(A

(q)
n,`)
)S` ∣∣∣ ≤ 2rn

m∑
`=1

P(A
(q)
n,`) +

m∑
`=1

S`Υkn,n,`.

Now, it is easy to see that S` ∼ kn|J`|, for each ` = 1, . . . ,m. Consequently, by (3.11), we
have

lim
n→+∞

m∏
`=1

(
1− rnP(A

(q)
n,`)
)S`

= lim
n→+∞

m∏
`=1

(
1−

⌊
n

kn

⌋
P(A

(q)
n,`)

)kn|J`|
=

m∏
`=1

e−ν(A`)|J`|

To conclude the proof it suffices to show that

lim
n→+∞

2rn

m∑
`=1

P(A
(q)
n,`) +

m∑
`=1

S`Υkn,n,` = 0.

Since by (3.11), we have nP(A
(q)
n,`)→ ν(A`) ≥ 0, and recalling that kn →∞ then

lim
n→+∞

2rn

m∑
`=1

P(A
(q)
n,`) = lim

n→+∞

2

kn

m∑
`=1

nP(A
(q)
n,`) = 0.

Next we need to check that limn→+∞
∑m

`=1 S`Υkn,n,` = 0, which means,

r∗n

m∑
`=1

kn|J`|
r∗n−1∑
j=1

P
(
A

(q)
n,` ∩ T

−jA
(q)
n,`

)
+ 2tn

m∑
`=1

kn|J`|P(A
(q)
n,`) + r∗n

m∑
`=1

kn|J`|γ(q, n, tn)→ 0.

For the first term, we observe that

r∗n

m∑
`=1

kn|J`|
r∗n−1∑
j=1

P
(
A

(q)
n,` ∩ T

−jA
(q)
n,`

)
≤ mHn

r∗n−1∑
j=1

P
(
A

(q)
n,` ∩ T

−jA
(q)
n,`

)
,

which vanishes by condition Д′q(un). The second term also vanishes because, by (3.9), we
have kntn = o(n) and, by (3.11), we have nP(A

(q)
n,`)→ ν(A`) ≥ 0. The third term vanishes on

account of condition Д∗q(un). �

4. Applications to dynamical systems

In this section we start by discussing the properties of the systems needed in order to apply
the theory developed earlier. Then we list classes of systems that have these properties and,
finally, we give some concrete examples where we compute the exactly the limiting processes.
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4.1. Properties of the systems. The three main ingredients needed to apply Theorem 3.3
are conditions Д∗q(un), Д′q(un) and the outer measure ν given by (3.11).

4.1.1. Condition Д∗q(un). This a mixing type condition and can be shown to follow from
certain decay of correlations conditions.

Definition 4.1 (Decay of correlations). Let C1, C2 denote Banach spaces of real valued mea-
surable functions defined on X . We denote the correlation of non-zero functions φ ∈ C1 and
ψ ∈ C2 w.r.t. a measure µ as

Corµ(φ, ψ, n) :=
1

‖φ‖C1‖ψ‖C2

∣∣∣∣∫ φ (ψ ◦ fn) dµ−
∫
φ dµ

∫
ψ dµ

∣∣∣∣ .
We say that we have decay of correlations, w.r.t. the measure µ, for observables in C1 against
observables in C2 if, for every φ ∈ C1 and every ψ ∈ C2 we have Corµ(φ, ψ, n)→ 0, as n→∞.

We say that we have decay of correlations against L1 observables whenever this holds for
C2 = L1(µ) and ‖ψ‖C2 = ‖ψ‖1 =

∫
|ψ|dµ.

The main advantage of condition Д∗q(un) when compared to the ∆ condition, which is used in
the classical literature on the subject, is the fact that, unlike ∆, it follows easily from summable
decay of correlations, i.e., Corµ(φ, ψ, n) ≤ ρn, where

∑∞
n=1 ρn < ∞. This is easily seen if

1A ∈ C1, C2 for every A ∈ B because then, by taking φ = 1
A

(q)
n,k

and ψ = 1⋂m
i=k WJn,i−t

(
A

(q)
n,i

), as
long as ‖φ‖C1 , ‖ψ‖C2 ≤ C > 0 for all n ∈ N, then we immediately get that summable decay
of correlations for observables in C1 against observables in C2 implies condition Д∗q(un), where
γ(q, n, t) = C2ρt because then we can choose (tn)n∈N such that tn = o(n) and limn→∞C

2ρtn =
0.

Remark 4.1. We remark that C1 does not necessarily need to contain the functions 1
A

(q)
n,k

. For

example, for one-dimensional systems if C1 is the space of Hölder continuous functions we can
use a continuous approximation of 1

A
(q)
n,k

and still prove condition Д∗q(un). See discussion in [18,

Section 5.1] or [33, Section 4.4]. For higher dimensional systems with contracting directions,
for example, one can still check Д∗q(un) following the argument used in [20, Section 2].

4.1.2. Condition Д′q(un). This condition is the hardest to check and depends on the short
recurrence properties of small vicinities of maximal set, i.e., the set of points where ϕ is
maximised. Here, we are assuming that the maximal set is reduced to a point but the theory
can be extended using the ideas in [3, 4] for more general maximal sets. For typical points
ζ, i.e., for µ-a.e. ζ, we have that condition Д′0(un) holds, which means absence of clustering.
This can be proved for different systems as in [9, 8, 20, 24, 19]. At periodic points ζ, condition
Д′q(un), with q equal to the period of ζ, can be proved to hold for systems with a strong
form of decay of correlations, namely, summable decay of correlations against L1, as in [15,
Lemma 4.1] or [33, Section 4.2.4]. In fact, under this assumption, the periodic points are the
only exceptions and one can show that for all non-periodic points condition Д′0(un) holds, [2],
which gives a dichotomy.
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4.1.3. The outer measure. Even after assuring the existence of ν, its computation is quite
sensitive. In fact, as observed in [7], with the formulas for the EI and for the multiplicity
distribution of 1-dimensional REPP, the choice of the metric may affect the computation.
Hence, in order to find the outer measure that describes the stacking of mass points of the
limiting point process, one needs some regularity of the system. To be more precise, one
needs some regularity of the measure µ and of the action of T on a small neighbourhood of
the maximal set, ζ. In order to give precise formulas for ν in some worked out examples,
we will assume that µ is absolutely continuous with respect to Lebesgue measure and its
Radon-Nikodym density is sufficiently regular so that for all x ∈ X we have

lim
ε→0

µ(Bε(x))

|Bε(x)|
=

dµ

dLeb
(x). (4.1)

Remark 4.2. Note that if T is one dimensional smooth map modelled by the full shift as in
[17, Section 7.1] and the derivative is sufficiently regular then, as seen in [17, Section 7.3],
the invariant density is fairly smooth and formula (4.1) holds for all x ∈ X . Moreover, we
can handle equilibrium states that are singular measures w.r.t. Lebesgue if there exists some
regularity w.r.t. the conformal measure as described in [17, Section 7.3].

4.1.4. Extensions by inducing. In [6], the authors used inducing to extend the limiting dis-
tributional results regarding rare events to systems which admitted a ‘nice’ first return time
induced map. This result was proved for generic points ζ and later generalised, in [23], for
all points. More recently, in [12], it was proved that if a one-dimensional marked empirical
REPP converges to certain random measure (marked point process) for the action of a first
return time induced map of some system then the same statement holds true for the original
dynamics of the system. The proof [12, Theorem 2.C, Section 5] can be adapted in order to
give the same statement for the multi-dimensional point processes we consider here. Namely,
replacing the event A(J,x, n) = {An(I1) > x1, An(I2) > x2, . . . , An(Ik) > xk}, defined in the
beginning of the proof of [12, Lemma 5.1], where J is the disjoint union of the time intervals Ij
and x = (x1, . . . , xk) ∈ Rk and the marked point process An is defined in [12, Definition 2.7],
by

A(E, l, n) = {Nn(J1 ×A1) = l1, Nn(J1 ×A1) = l2, . . . , Nn(Jm ×Am) = lm},
where we are using the same notation employed in the beginning of Section 3.1 for E and
l = (l1, . . . , lm) ∈ Nm0 , replacing vn by n and rUn by rAn,k , for each k = 1, . . . ,m, the proof
goes through practically with the same steps.

4.2. Classes of systems of application. The first class of systems we consider are those
for which there is summable decay of correlations against L1. Examples of systems with such
property include:

A.1) Uniformly expanding maps on the circle/interval (see [5]);
A.2) Markov maps (see [5]);
A.3) Piecewise expanding maps of the interval with countably many branches like Rychlik

maps (see [45]);
A.4) Higher dimensional piecewise expanding maps studied by Saussol in [47].

For all the systems above, a dichotomy holds, i.e., conditions Д∗q(un) and Д′q(un) hold with
q = 0, for non-periodic points, ζ, while, for periodic points, q can be taken equal to a multiple
of the period of ζ. Then, for all systems which admit a first return time induced map, which
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falls into the category above, we can also apply the convergence results. Examples of such
systems with nice induced maps include:

B.1) quadratic maps with invariant densities for which the critical point is non-recurrent,
such as Misiurewicz maps (see [35, 10])

B.2) maps with indifferent fixed points such as the Manneville-Pommeau or Liverani-Saussol-
Vaienti maps (see [41, 32])

In the case of absence of clustering, i.e., when q = 0, for generic points ζ, more examples can
be considered, namely,

D.1) toral automorphisms (see [7])
D.2) Hénon maps (see [8])
D.3) Billiards with exponential and polynomial decay of correlations ([20, 19])
D.4) General non-uniformly hyperbolic systems admitting Young towers with polynomial

tails ([38, 22]).

4.3. A dichotomy. In order to illustrate the scope of application we state and prove a general
theorem giving the convergence of empirical multi-dimensional REPP. We remark that some
of the conditions are not necessary and in some situations they can be relaxed. Yet, this result
can be applied to all the examples A.1)–A.4), directly. Moreover, since the examples B.1)–
B.2) have a first-return time induced map that falls into category A.3), then the convergence
of the multi-dimensional REPP can be obtained indirectly from this result as described in
Section 4.1.4.

Theorem 4.3. Let T : X → X be a system with an invariant measure µ satisfying (4.1)
and summable decay of correlations against L1 observables, i.e., for all φ ∈ C1 and ψ ∈ L1,
then Cor(φ, ψ, n) ≤ ρn, with

∑
n≥1 ρn < ∞, where C1 contains functions of the type φ = 1B,

for all B ∈ B and if (Bn)n∈N is such that there exists a uniform bound for the number of
connected components of all Bn ∈ B, then there exists C > 0 such that ‖1Bn‖C1 ≤ C, for
all n ∈ N. Consider the stochastic processes given by (1.1) for observables of the type (2.6)
and normalising sequences (un(τ))n∈N as in (2.1). Assume that ζ is an hyperbolic repelling
point such that T is continuous at all points of the orbit of ζ. Then we have the following
statements:

(1) if ζ is a non-periodic point then the 2-dimensional empirical REPP process Nn given
in Definition 2.2 converges to the 2-dimensional Poisson point process N given by
(2.4) and the multi-dimensional empirical REPP process N∗n given in Definition 2.3
converges to a multi-dimensional Poisson process N∗ given by (2.10).

(2) if ζ is a periodic point then the multi-dimensional empirical REPP process N∗n given
in Definition 2.3 converges to a multi-dimensional Poisson process N∗ as in (2.11)
and if ζ expands uniformly in all directions then the 2-dimensional empirical REPP
process Nn given in Definition 2.2 converges to the process Ñ given by (2.9).

As direct consequence we recover the dichotomy regarding the convergence of the 1-dimensional
REPP studied in [16, 2]. In fact, note that the corollary below implies, for example, the main
statement of [16, Theorem 1] and [2, Proposition 3.3].

Corollary 4.4. Under the same conditions of Theorem 4.3, we have:
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(1) if ζ is a non-periodic point then the 1-dimensional empirical REPP process N1
n given

in Definition 2.1 converges to the 1-dimensional homogeneous Poisson process N of
intensity 1.

(2) if ζ is a periodic point then the 1-dimensional empirical REPP process N1
n given in

Definition 2.1 converges to the compound Poisson process Ñ1 given in (2.2), with
multiplicity distribution given by π(κ) = P(Di = κ) = θ(1− θ)κ−1.

We remark that the convergence of the multi-dimensional REPP N∗n to N∗ allows us to obtain
the convergence of 2-dimensional REPP Nn even when the expansion is not uniform in all
directions, although the limiting process is now more complicated to describe.

Corollary 4.5. Under the same conditions of Theorem 4.3, in the case of ζ being a periodic
hyperbolic repelling point, regarding the convergence of the 2-dimensional empirical REPP
process Nn given in Definition 2.2 we have: Nn converges to the point process N † given by:

N † =
∞∑

i,j=1

∞∑
`=0

δ(
Ti,j ,

∣∣∣∣∣Bdist(Φζ((Ui,j/|B1(ζ)|)1/dDT`p
ζ

(cos Θi,j ,sin Θi,j)),ζ)
(ζ)

∣∣∣∣∣
), (4.2)

where Ti,j is given by (2.3), for T̄i,j
D∼ Exp (θ), with θ = 1 − | det−1(DT pζ )|; Ui,j

D∼ U(i−1,i];
Θi,j ∼ U[0,2π) and (T̄i,j)i,j∈N, (Ui,j)i,j∈N and (Θi,j)i,j∈N are mutually independent.

Proof of Theorem 4.3. Let Jk, Ak, Jn,k, An,k and A
(q)
n,k be fixed as in the beginning of Sec-

tion 3.1. We start by noting that, for both situations, condition Д∗q(un) is proved directly
from decay of correlations with the choices for φ and ψ indicated in Section 4.1.1.

For the proof of Д′q(un) we use the fact that decay of correlations holds for all ψ ∈ L1. We
take φ = ψ = 1

A
(q)
q,n

and since ‖1
A

(q)
q,n
‖C1 ≤ C, for some C > 0, we have

µ
(
A

(q)
n,k ∩ T

−j(A
(q)
n,k)
)
≤
(
µ(A

(q)
n,k)
)2

+ Cµ(A
(q)
n,k)ρj . (4.3)

Recall that by (3.3), q is chosen so that limn→∞R
(q)
n = ∞. Using estimate (4.3) it follows

that there exists some constant D > 0 such that

n

bn/knc∑
j=q+1

µ(A
(q)
n,k ∩ T

−j(A
(q)
n,k)) = n

bn/knc∑
j=R

(q)
n

µ(A
(q)
n,k ∩ T

−j(A
(q)
n,k))

≤

(
nµ(A

(q)
n,k)
)2

kn
+ nCµ(A

(q)
n,k)

∞∑
j=R

(q)
n

ρj ≤ D

(
|Ak|2

kn
+ |Ak|

∞∑
j=R

(q)
n

ρj

)
−−−→
n→∞

0.

We consider now the first case and show that q = 0 and ν = Leb. To prove that q = 0, we
need to show that limn→∞R

(0)
n =∞, which follows by a simple continuity argument, since T

is continuous along the orbit of ζ, which is a non-periodic point (see [2, Lemma 3.1]). Since
q = 0, we have A(q)

n,k = An,k. Recalling that limn→∞ nµ(An,k) = |Ak|, then formula (3.11)
gives that ν = Leb. Observe that property (4.1) of the measure µ was not needed in this case.

Let us consider first the case of the two-dimensional empirical REPP Nn, where that An,k
is given by (3.6). In this case, nµ(An,k) ∼ |Ak|. Let us assume now that ζ is a repelling
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periodic point of period p, which expands uniformly in all directions, namely, there exists
some α > 1 such that DT pζ (v) = α v, for v ∈ TζX . This implies that if T j(x) is very close to
ζ then dist(T j+p(x), ζ) ≈ α dist(T j(x), ζ). Observe that under (4.1), for n large, µ behaves as
Lebesgue measure and, hence,

nµ(T−pAn,k) ∼ α−d|Ak| = |α−1Ak|. (4.4)

Recall that An,k = ∪ςks=1Gn,k,s, where each Gn,k,s corresponds to an annulus around ζ given
by Gn,k,s = Bg−1(un(τk,2s−1))(ζ)\Bg−1(un(τk,2s))(ζ) and hence An,k corresponds to a finite union
of annuli around ζ that as n grows get closer and closer to ζ. In a small neighbourhood of ζ,
say Bε(ζ), the action of T p is diffeomorphically conjugate to that of DT pζ , which essentially
corresponds to repelling the points by a factor α. This means that in order to be able to choose
an adequate q, we need to show that there exists some q′ ∈ N for which limn→∞Rn(A

(q′)
n,k ) =∞.

For that purpose, we need to consider that besides the chance of an annulus hitting itself after
p iterates, we have to pay attention to the possibility of the inner annuli, corresponding to
smaller s, hitting an outer annulus corresponding to large s. Therefore, a good candidate
for q′ would be q′ = p

⌈
log(τk,2ςk )−log(τk,1)

d logα

⌉
, when τk,1 > 0. In the case τk,1 = 0, it should

be replaced by α−dτk,2, since the ball Bg−1(un(α−1τk,2)) has to be removed from A
(q)
n,k to form

A
(q′)
n,k . Note that q/p is the smallest integer j such that α−djτk,2ςk < τk,1, which means that

dist(T q′(Gn,k,1), ζ) = dist(T q′(An,k), ζ) > g−1(un(τk,2ςk)). Since by definition of A(q′)
n,k , we have

A
(q′)
n,k ⊂ An,k ⊂ Bg−1(un(τk,2ςk ))(ζ) and T j(A

(q′)
n,k ) ∩ A(q′)

n,k = ∅ for all j = 1, . . . , q′. Then, the

choice of q′, allows to conclude that while T j(A(q′)
n,k ) ⊂ Bε(ζ), we have that T j(A(q′)

n,k )∩A(q′)
n,k = ∅.

Since g−1(un(τk,2ςk)) = O(n−d), in order for T j(A(q′)
n,k ) to leave Bε(ζ), we need at least O(log n)

iterations, which means limn→∞Rn(A
(q′)
n,k ) = ∞, where we are using the Bachmann-Landau

big O notation.

We now turn to the computation of ν, for which we observe that

A
(q′)
n,k = An,k \

q′/p⋃
i=1

T−i pAn,k

 = An,k \

(
+∞⋃
i=1

T−i pAn,k

)
. (4.5)

Since for large n the action of T p is given by that of DT p(ζ), as in (4.4), we have

ν(Ak) = lim
n→∞

nµ(A
(q)
n,k) =

∣∣∣∣∣Ak \
+∞⋃
i=1

α−i·dAk

∣∣∣∣∣ .
Using Theorem 3.3, it follows that:

lim
n→∞

µ

(
Nn

(
m⋃
i=1

Jk ×Ak

)
= 0

)
=

m∏
k=1

e−|Jk|ν(Ak). (4.6)

Hence, in order to check that Ñ given by (2.9) verifies Criterion (A) of Kellenberg The-
orem 2.1, we are left to check P

(
Ñ (
⋃m
i=1 Jk ×Ak) = 0

)
=
∏m
i=1 e−|Jk|ν(Ak). Since the

T̄i,j are all independent then we only need to check that for each k = 1, . . . ,m, we have
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P
(
Ñ (Jk ×Ak) = 0

)
= e−|Jk|ν(Ak). By definition of Ñ , it follows

P
(
Ñ (Jk ×Ak) = 0

)
= e−θτk,2ςk |Jk| + e−θτk,2ςk |Jk|

(θτk,2ςk |Jk|)
1!

(τk,2ςk − | ∪∞i=0 α
−i·dAk|)

τk,2ςk

+ e−θτk,2ςk |Jk|
(θτk,2ςk |Jk|)2

2!

(τk,2ςk − | ∪∞i=0 α
−i·dAk|)2

τ2
k,2ςk

+ . . .

= e−θτk,2ςk |Jk| · Exp

{
θτk,2ςk |Jk|
τk,2ςk

(τk,2ςk − | ∪
∞
i=0 α

−i·dAk|)
}

= e−θ|Jk||∪
∞
i=0α

−i·dAk|

Now, we only need to verify that θ| ∪∞i=0 α
−i·dAk| = |Ak \ ∪+∞

i=1α
−i·dAk|. Since θ = 1 − α−d,

then

θ| ∪∞i=0 α
−i·dAk| = | ∪∞i=0 α

−i·dAk| − α−d| ∪∞i=0 α
−i·dAk| = | ∪∞i=0 α

−i·dAk| − | ∪∞i=1 α
−i·dAk|

= | ∪∞i=0 α
−i·dAk \ ∪∞i=1α

−i·dAk| = |Ak \ ∪∞i=1α
−i·dAk|.

At this point, we check that Ñ also satisfies Kallenberg’s criterion (B). Let E = J × G =
[a, b)× [τ1, τ2). Then,

E(Nn(E)) = E

∑
j≥0

δ(j/n,u−1
n (Xj))

(E)

 = E

 bnbc∑
j=dnae

1un(τ2)<Xj≤un(τ1)


∼ (b− a)n(µ(Xj > un(τ2))− µ(Xj > un(τ1))) −−−→

n→∞
(b− a)(τ2 − τ1). (4.7)

Thus, we need to check that E(Ñ(E)) = |E| = |J ||G| = (b− a)(τ2 − τ1).

Let N stand for the 2-dimensional homogeneous Poisson process given by (2.4) (such that
E(N(E)) = Leb(E)). Then rewriting Ñ as

Ñ =

∞∑
i,j=1

∞∑
`=0

δ(θ−1Ti,j , α`d Ui,j)

with T̄i,j
D∼ Exp(1), for E = J ×G, it follows that:

E(Ñ(E)) = E

 ∞∑
i,j=1

∞∑
`=0

δ(θ−1Ti,j , α`d Ui,j)(E)

 =

∞∑
`=0

E

 ∞∑
i,j=1

δ(θ−1Ti,j , α`d Ui,j)(J ×G)


=

∞∑
`=0

E

 ∞∑
i,j=1

δ(Ti,j , Ui,j)(θJ × α
−`dG))

 =

∞∑
`=0

E(N(θJ × α−`dG))

=
∞∑
`=0

Leb(θJ × α−`dG) =
∞∑
`=0

θα−`dLeb(J ×G) =
θLeb(E)

1− α−d
= Leb(E).

Let us consider now the case of the empirical multi-dimensional REPP, N∗n, given in Defi-
nition 2.3. In this case, ζ is an hyperbolic repelling point but does not necessarily expand
uniformly in all directions. As before, since for large n the normalisation used in (3.7) implies
that An,k is contained in ball of radius O(n−1/d) around ζ, then the action of T p is approxi-
mated by that of DT pζ , but now the latter is not necessarily described by a multiplication by
the factor α, since now the expansion rates may be different in different directions. Of course
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that if X is one-dimensional, then we are again reduced to the previous case. The argument
flows in the same way with slight adjustments. Using (4.1), we observe that the normalisation
was made such that

nµ(An,k) ∼ n
dµ

dLeb
(ζ)
∣∣∣g−1(un(1))|B1(ζ)|1/dAk

∣∣∣ ∼ n dµ

dLeb
(ζ)|B1(ζ)|(g−1(un(1)))d|Ak|

∼ n dµ

dLeb
(ζ)
∣∣Bg−1(un(1))(ζ)

∣∣ |Ak| ∼ nµ (Bg−1(un(1))(ζ)
)
|Ak| ∼ |Ak|. (4.8)

Let γ+
n = sup{dist(x, ζ) : x ∈ ∪mk=1An.k}, γ−n = inf{dist(x, ζ) : x ∈ ∪mk=1An.k}. Also let

β+ and β− denote, respectively, the largest and smallest, in absolute value, eigenvalues of
DT p(ζ). In this case, we take q′ = pd log(γ+

n )−log(γ−n )
log β− e, when γ−n > 0. In the case γ−n = 0,

we replace it by (β+)−1γ∂n, where γ∂n = inf{dist(x, ζ) : x ∈ ∪mk=1∂An.k} and ∂An.k denotes
the border of An.k. Let x be such that dist(x, ζ) = γ−n . This choice of q′ guarantees that
dist(T q′p(x), ζ) > γ+

n . Hence, as in the previous case, it follows that limn→∞Rn(A
(q′)
n,k ) = ∞.

Observe that in this case, formula (4.5) still holds and since for large n the action of T p is
given by that of DT p(ζ) and, by linearity of DT p(ζ), we have An,k \

(⋃+∞
i=1 DT

−i p
ζ An,k

)
=

g−1(un(1))|B1(ζ)|1/d
(
Ak \

(⋃+∞
i=1 DT

−i p
ζ Ak

))
, then, in the same away as in the estimate

obtained for nµ(An,k), we get:

ν(Ak) = lim
n→∞

nµ(A
(q)
n,k) =

∣∣∣∣∣Ak \
+∞⋃
i=1

DT−i pζ (Ak)

∣∣∣∣∣ .

Figure 3. In this picture, for some nice coordinates system chosen, the set
An.k corresponds to the darker rectangles, whose subsequent images by DT pζ
are depicted in lighter and lighter tones. The circles have radii γ+

n > γ−n , re-
spectively. The superpositions correspond to portions that need to be removed
from An.k to form A

(q′)
n.k . Note that the lighter rectangles do not intersect An.k,

which means that we can take q′ = 3p, in this case.
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In order to check that N∗ given by (2.11) is consistent with this formula for ν, we observe
that

P
(
N∗ (Jk ×Ak) = 0

)
= e−θ|Bγ+ (ζ)||Jk| · Exp

{
θ|Bγ+(ζ)||Jk|
|Bγ+(ζ)|

|Bγ+(ζ) \ ∪∞i=0DT
−i p
ζ (Ak)|

}
= e−θ|Jk||∪

∞
i=0DT

−i p
ζ (Ak)|

where γ+ = sup{dist(x, ζ) : x ∈ ∪mi=1Ak}, which means that ∪∞i=0DT
−i p
ζ (Ak) ⊂ Bγ+(ζ).

Recalling that θ = 1− | det(DT−pζ )|, we have

θ| ∪∞i=0 DT
−i p
ζ (Ak)| = | ∪∞i=0 DT

−i p
ζ (Ak)| − | det(DT−pζ )|| ∪∞i=0 DT

−i p
ζ (Ak)|

= | ∪∞i=0 DT
−i p
ζ (Ak)| − | ∪∞i=1 DT

−i p
ζ (Ak)| = |Ak \ ∪∞i=1DT

−i p
ζ (Ak)|.

This proves Kallenberg’s criterion (A) for N∗. Now, we turn to criterion (B). Let E = J×G =
[a.b)× ([e1, f1)× . . .× [ed, fd)). By stationarity and repeating the argument in (4.8), we obtain

E(N∗n(E)) = E

 bnbc∑
j=dnae

1Φζ(g−1(un(1))|B1(ζ)|1/dG) ◦ T
j


∼ (b− a)nµ

(
Φζ

(
g−1(un(1))|B1(ζ)|1/dG

))
−−−→
n→∞

(b− a)|G|.

In order to check that E(N∗θ (E)) = (b − a)|G|, we start by defining the following sequences
sets. Let G1∗ = G ∩DT−pζ (G) and, for each j ≥ 2, set Gj∗ = Gj−1∗ ∩DT−pζ (Gj−1∗). Then,
let G(0) = Bγ+(ζ) \ ∪i≥0DT

−ip
ζ (G), G(1) = ∪i≥0DT

−ip
ζ (G) \ ∪i≥0DT

−ip
ζ (G1∗) and, for each

j ≥ 2, set G(j) = ∪i≥0DT
−ip
ζ (Gj−1∗) \ ∪i≥0DT

−ip
ζ (Gj∗).

Observe that if 0 /∈ Ḡ, then there exist an m ∈ N such that Gj∗ = ∅ for all j ≥ m and,
consequently, G(j) = ∅ for all j ≥ m+ 1. Note also that (G(j))j∈N0 forms a disjoint partition
of ∪i≥0DT

−ip
ζ (G). Moreover, we have (see Figure 4)

∞∑
j=0

∣∣∣DT−jpζ (G)
∣∣∣ =

∞∑
j=1

j
∣∣∣G(j)

∣∣∣ . (4.9)

Using the stability of the Poisson distribution we can write that

N∗(E) = N∗(J ×G) =

M∑
i=1

∞∑
`=0

1
DT `pζ (Ui)∈G

,

whereM is a Poisson r.v. of mean θ(b−a)|Bγ+(ζ)|, (Ui)i∈N is an iid sequence with Ui ∼ UBγ+ (ζ)

and independent of M . Observing that Ui ∈ G(j) ⇐⇒
∑∞

`=0 1DT `pζ (Ui)∈G
= j, for all j ∈ N0,
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Figure 4. In both pictures the set G corresponds to the biggest rectangle.
The smaller and smaller rectangles are its preimages by DT pζ . A transparency
effect was used so that the superpositions can be detected and help us to
identify the sets G(j). In the left case, 0 /∈ G and m = 3. Observe that G(1)

is the union of the lighter regions, G(2) the medium grey parts and G(3) the
union of the darker rectangles. In the right case, the sets G(j) correspond to
the rectangular annuli that get darker and darker as j increases.

then using (4.9) and recalling that θ = 1−
∣∣∣det

(
DT−pζ

)∣∣∣, it follows
E(Ñ(E)) = E(M)E

( ∞∑
`=0

1
DT `pζ (Ui)∈G

)
= θ(b− a)|Bγ+(ζ)|

∞∑
j=0

j
|G(j)|
|Bγ+(ζ)|

= θ(b− a)

∞∑
i=0

∣∣∣DT−ipζ (G)
∣∣∣ = θ(b− a)

∞∑
i=0

∣∣∣det
(
DT−pζ

)∣∣∣i |G| = (b− a)|G|.

�

Proof of Corollary 4.4. We start by noting that µ(N1
n(J) = k) = µ(Nn(J × [0, τ)) = k) ∼

µ(N∗n(J ×B(τ/|B1(ζ)|)1/d(ζ)) = k), which implies that P(N1(J) = k) = P(N(J × [0, τ)) = k) =

P(N∗(J ×B(τ/|B1(ζ)|)1/d(ζ)) = k).

Observe that if j = (τ/|B1(ζ)|)1/d ∈ N, then letting Z = min{T1,1, T2,1, . . . , Tj,1}, we have
Z ∼ Exp(

∑j
i=1 θLeb(Bi(ζ) \ Bi−1(ζ))) = Exp(θτ). Moreover, if we define the r.v. U := Ui,1

whenever Z = Ti,1 for each i = 1, . . . , j, then U ∼ U(B(τ/|B1(ζ)|)1/d(ζ)), wich means that U is
a random point chosen on B(τ/|B1(ζ)|)1/d(ζ) according to normalised Lebesgue measure, i.e.,
Leb/τ . Now observe that when (τ/|B1(ζ)|)1/d /∈ N, by letting j = b(τ/|B1(ζ)|)1/dc + 1 and
setting Tj,1 ∼ Exp(θ|B(τ/|B1(ζ)|)1/d(ζ) \ Bj−1(ζ)|), Ui,j ∼ U(B(τ/|B1(ζ)|)1/d(ζ) \ Bj−1(ζ)), we
still obtain that Z ∼ Exp(θτ) and U ∼ U(B(τ/|B1(ζ)|)1/d(ζ)).
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Hence, we only need to check that the higher dimensional processes provides the same multi-
plicity distribution as expected for the limit process Ñ1. Recall that θ = 1− | det(DT pζ )|−1.

π(k) = P(Di = k) = P(N1({t}) = k|N1({t}) > 0)

= P(N∗({t} ×B(τ/|B1(ζ)|)1/d(ζ)) = k|N1({t} ×B(τ/|B1(ζ)|)1/d(ζ)) > 0)

= P(U ∈ DT−(k−1)p
ζ (B(τ/|B1(ζ)|)1/d(ζ)) \DT−kpζ (B(τ/|B1(ζ)|)1/d(ζ)))

=
∣∣∣DT−(k−1)p

ζ (B(τ/|B1(ζ)|)1/d(ζ))
∣∣∣ /τ − ∣∣∣DT−kpζ (B(τ/|B1(ζ)|)1/d(ζ))

∣∣∣ /τ
= (1− θ)k−1θ

∣∣∣B(τ/|B1(ζ)|)1/d(ζ)
∣∣∣ /τ = (1− θ)k−1θ.

�

Proof of Corollary 4.5. The proof follows from noting that

µ(Nn(J × (τ1, τ2]) = k) ∼ µ(N∗n(J × (B(τ2/|B1(ζ)|)1/d(ζ) \B(τ1/|B1(ζ)|)1/d(ζ))) = k),

which implies that

P(N †(J × (τ1, τ2]) = k) = P(N∗(J × (B(τ2/|B1(ζ)|)1/d(ζ) \B(τ1/|B1(ζ)|)1/d(ζ))) = k).

From this observation, it follows that the outer measure ν in this case is given by:

ν(Ak) = ν(∪ςks=1(τk,2s−1, τk,2s]) =

∣∣∣∣∣Ãk \
+∞⋃
i=1

DT−i pζ (Ãk)

∣∣∣∣∣ , (4.10)

where Ãk =
⋃ςk
s=1(B(τk,2s/|B1(ζ)|)1/d(ζ) \ B(τk,2s−1/|B1(ζ)|)1/d(ζ)). The fact that N † corresponds

to this outer measure ν follows as in the proof of similar statements for Ñ and N∗ in the proof
of Theorem 4.3. �

Remark 4.6. The Mori-Hsing characterisation (2.5), for the limiting 2-dimensional process
of Nn, follows once four conditions labelled as (A1)–(A4), in [26], are verified. The main
result in [26, Theorem 4.5] essentially asserts that under condition ∆ (similar to Leadbetter’s
D(un)) the limiting process satisfies these four conditions and therefore can be written as
in (2.5). In this context, we have that, as in the proof of [26, Lemma 4.3], (A1) follows
from stationarity and (A3) is easily proved. Under conditions Д∗q(un) and Д′q(un), property
(A4) follows from Theorem 3.3. Using the same theorem, if the outer measure ν satisfies
an homogeneity property, i.e., ν(βA) = βν(a) for all β > 0, then property (A2) is also
easily verified. A close look to (3.13), (4.10) and (4.12) reveals that in all these cases ν has
the homogeneity property and consequently (A2) holds and therefore the corresponding limit
processes Ñ , N † and N̂ are of Mori-Hsing type.

4.4. Worked out examples. In this section, we give some concrete examples to portray the
applicability of the previous results and also how we can easily extend them to situations when
the maximal set is made out of a discontinuity point ζ or multiple correlated points, in order
to illustrate the full power of the theory.

Example 4.1. Consider a two-dimensional uniformly expanding map, for definiteness take
f : S1 × S1 → S1 × S1, given by f(x, y) = (2xmod 1, 3ymod1). This is a product map for
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which the 2-dimensional Lebesgue measure is invariant. Note that for all ζ, we have

Dfζ =

[
2 0
0 3

]
.

Clearly, Theorem 4.3 applies and, consequently, when ζ is non-periodic, Nn and N∗n converge
to a 2-dimensional Poisson process and a 3-dimensional Poisson process, respectively, with
intensity measure given by Lebesgue measure. (Note that in this case, the multi-dimensional
processN∗n is defined on the 3-dimensional space: [0,∞)×R2). Observe that for periodic points
ζ, Theorem 4.3 only gives the convergence of N∗n and not that of Nn since the expansion rates
are distinct, namely, 2 in the horizontal direction and 3 in the vertical direction. To obtain
the limit for Nn, we need to use Corollary 4.5. In order to provide a concrete example we
assume that ζ = 0 and observe that the limiting process N †, in this case, can be written as:

N † =

∞∑
i,j=1

∞∑
`=0

δ(
Ti,j ,

∣∣∣∣∣Bdist(
√
Ui,j/πDf

`
ζ

(cos Θi,j ,sin Θi,j),0)
(ζ)

∣∣∣∣∣
), (4.11)

where Ti,j is given by (2.3), for T̄i,j
D∼ Exp (θ), with θ = 1 − |det−1(DT pζ )|; Ui,j

D∼ U(i−1,i];
Θi,j ∼ U[0,2π) and (T̄i,j)i,j∈N, (Ui,j)i,j∈N and (Θi,j)i,j∈N are mutually independent. Observe

that for ` = 0, we have
∣∣∣∣Bdist

(√
Ui,j/πDf`ζ (cos Θi,j ,sin Θi,j),0

)(ζ)

∣∣∣∣ = Ui,j , which is coherent with

the Mori-Hsing representation given in (2.5).

In order to illustrate different types of limiting point processes, described by different outer
measures ν, we consider different types of maximal sets. The situation that follows appears
naturally, for example, when the maximal set is built up by two consecutive points of the orbit
of some non-periodic point ζ or when the maximal set is reduced to a single point ζ which
is a discontinuity point of the map. Since this last situation was particularly treated in [2],
for comparison purposes, we will use it to exhibit the occurrence of different limiting point
processes.

Example 4.2. We consider the case of a singly returning eventually aperiodic point ζ studied
in [2, Section 3.3]. Here, we make some simplifications in order to make the presentation
lighter but our result implies the convergence of the 1-dimensional empirical REPP covered
by statement 2(b) of [2, Proposition 3.5]. Let f be a topologically mixing Rychlik map as
described in [45] or [2, Section 3.2.1]. For simplicity and definiteness, we assume that we are
using the usual metric and the invariant measure µ = Leb. Let ζ be a discontinuity point of
f , where the right and left derivatives are defined and take values β+ and β−, respectively.
We further assume that f(ζ+) = ζ− and f j(ζ−) 6= ζ, for all j ∈ N (see Figure 5). Note that
the points to the left of ζ take a long time to return near ζ. For the points to the right of ζ,
a part corresponding to the points of the thinner line segment also take a long time to return
close to ζ, while the points of the thicker line segment return immediately after one iteration
but they return to the left of ζ, which means that after that, they will also take a long time
to return again to the small neighbourhood of ζ depicted in the picture. The sets An,k, in this
case, correspond to the union of 2ςk disjoint intervals which are placed symmetrically to the
left and right side of ζ. When computing A(q)

n,k we note that the intervals of the left (which
correspond to half of the measure of Ank,) have no exclusions, while the ones on the right may
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ζ

6

f

Figure 5. Singly returning eventually aperiodic point

have exclusions because some of the inner intervals (closer to ζ) may hit the left side intervals.
It is not hard to verify that in this case, we have:

ν(Ak) =
1

2
|Ak|+

1

2
|Ak \ (β+)−1Ak|. (4.12)

In this situation the limiting process can be written as:

N̂ =

∞∑
i,j=1

1∑
`=0

(
δ(Ti,j , Ui,j)1{Zi,j=0} + δ(Ti,j , (β+)` Ui,j)1{Zi,j=1}

)
, (4.13)

where Ti,j is given by (2.3), for T̄i,j
D∼ Exp(θ), with θ = 1 − (β+)−1/2, Ui,j

D∼ U(i−1,i],
P(Zi,j = 0) = 2θ−1

2θ , P(Zi,j = 1) = 1
2θ and (T̄i,j)i,j∈N, (Ui,j)i,j∈N and (Zi,j)i,j∈N are mutually

independent. Let γ := P(Zi,j = 1). We are only left to check that N̂ is compatible with ν
given by (4.12).

P
(
N̂ (Jk ×Ak) = 0

)
= e−θτk,2ςk |Jk| · e

θτk,2ςk |Jk|
(

(1−γ)
τk,2ςk

−|Ak|
τk,2ςk

+γ
τk,2ςk

−|Ak∪(β+)−1Ak|
τk,2ςk

)

= Exp
{
−θ(1− γ)|Jk||Ak| − θγ|Jk||Ak ∪ (β+)−1Ak|

}
Finally, recalling that γ = 1/2θ, we have

θ(1− γ)|Ak|+ θγ|Ak ∪ (β+)−1Ak| =
2θ − 1

2
|Ak|+

1

2
|Ak \ (β+)−1Ak|+

1

2
|(β+)−1Ak|

=
1

2
(1− (β+)−1)|Ak|+

1

2
|Ak \ (β+)−1Ak|+

1

2
|(β+)−1Ak| =

1

2
|Ak|+

1

2
|Ak \ (β+)−1Ak|.

We focus now on the second criterion of Kallenberg. Let E = J ×G. The same argument as
in (4.7) gives us that limn→∞ E(Nn(E)) = |E|. Recall that N stands for the 2-dimensional
homogeneous Poisson process given by (2.4) (such that E(N(E)) = Leb(E)). Then

E(Ñ(E)) = (1− γ)E

 ∞∑
i,j=1

δ(θ−1Ti,j ,Ui,j)(E)

+ γE

 ∞∑
i,j=1

1∑
`=0

δ(θ−1Ti,j ,(β+)` Ui,j)(E)


= (1− γ)E

 ∞∑
i,j=1

δ(Ti,j ,Ui,j)(θJ ×G)

+ β

1∑
`=0

E

 ∞∑
i,j=1

δ(Ti,j ,Ui,j)(θJ × (β+)−`G)


= (1− γ)E(N(θJ ×G)) + γE(N(θJ ×G)) + γE(N(θJ × (β+)−1G))

= |J ×G|((1− γ)θ + γθ + γθ(β+)−1) = |E|.
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Next, we consider an example where the maximal set has two non-periodic points belonging
to the same orbit as in [3, Section 4]. There are a couple of novelties here, when compared to
the previous cases. Namely, in certain occasions, once a point is marked, the second point on
the vertical pile is marked below and not above the first one. Moreover, the correction to the
frequency of time occurrences is not the EI itself, anymore.

Example 4.3. Let f : [0, 1] → [0, 1], be such that f(x) = 3xmod1. Also set ϕ : [0, 1] → R,
such that ϕ(x) = max{0, 1 − 100|x − π/16|} + max{0, 1 − 10|x − π/16|}. Observe that ϕ is
maximised at π/16 and f(π/16) = 3π/16, which are not periodic points. Observe that

{X0 > u} = B 1−u
100

(π/16) ∪B 1−u
10

(3π/16) =: V1(u) ∪ V2(u).

Note that |V1(u)|/|{X0 > u}| = 1/11 and |V2(u)|/|{X0 > u}| = 10/11. Since we want (2.1)
to hold, we take |{X0 > un}| = 2(1−un)

100 + 2(1−un)
10 = τ/n and hence un(τ) = 1− 100

11
τ
2n , which

in turn implies that u−1
n (z) = 2n 11

100(1− z).
Given Ak as in (3.4), we see that An,k corresponds to 2ςk intervals symmetrically placed in
each Vi(un(τk,2ςk)), i = 1, 2. Our particular choice of maximal points implies that for all j ∈ N
we have f j(V2(un(τk,2ςk))) ∩ {X0 > un} = ∅, for n sufficiently large, and f(V1(un(τk,2ςk))) ∩
V2(un(τk,2ςk)) 6= ∅, for all n ∈ N. In particular, the EI is given by θ = limn→∞

|V2(un(τ))|
|{X0>un(τ)}| =

10
11 . Now, we observe that

A
(1)
n,k = An,k ∩ V2(un(τk,2ςk)) ∪ (An,k ∩ V1(un(τk,2ςk))) \ f−1 (An,k ∩ V2(un(τk,2ςk)))

An,k ∩ V2(un(τk,2ςk)) =
10

3
(f(An,k ∩ V1(un(τk,2ςk)))− 3π/6) + 3π/6.

It follows that

ν(Ak) = lim
n→∞

n|A(1)
n,k| =

10

11
|Ak|+

1

11

∣∣∣∣Ak \ 10

3
Ak

∣∣∣∣ .
In this situation the limiting process can be written as:

ˆ̂N =

∞∑
i,j=1

1∑
`=0

(
δ(Ti,j , Ui,j)1{Zi,j=0} + δ(Ti,j , (3/10)` Ui,j)1{Zi,j=1}

)
, (4.14)

where Ti,j is given by (2.3), for T̄i,j
D∼ Exp(Θ), with Θ = 23/33, Ui,j

D∼ U(i−1,i], P(Zi,j = 0) =

20/23, P(Zi,j = 1) = 3/23 and (T̄i,j)i,j∈N, (Ui,j)i,j∈N and (Zi,j)i,j∈N are mutually independent.
Let β := P(Zi,j = 1). We are only left to check that N̂ is compatible with ν given above.

In order to understand the formula above for the limiting ˆ̂N point process, we start by observ-
ing the following. Let u < 1 be close to 1 and x ∈ [0, 1] be close to π/16 such that ϕ(x) = u,
which means that |x− π/16| = (1− u)/100. Then |f(x)− 3π/16| = 3(1− u)/100 and there-
fore ϕ(f(x)) = 1 − 3/10(1 − u). Consequently, we obtain u−1

n (ϕ(x)) = 2n(1 − u)11/100 and
u−1
n (ϕ(f(x))) = 3/10u−1

n (ϕ(x)).

Consider the interval [0, τ). A point of mass of ˆ̂N with a vertical coordinate in this range
corresponds to an exceedance of un(τ). The case Zi,j = 0 corresponds to an entrance in
V2(un(τ)), which means the cluster has size 1 and therefore only one point appears on the
same vertical line. The case Zi,j = 1 corresponds to an entrance in V1(un(τ)), which means
that a more severe exceedance will occur immediately after, which explains the appearance of
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another point on the same vertical line, but this time at a distance from the horizontal axis
equal to 3/10 of distance of the first point marked in that vertical line.

In order to show the correct choice for Θ, we start by the second criterion of Kallenberg. Let
E = J × G. The same argument as in (4.7) gives us that limn→∞ E(Nn(E)) = |E|. Recall
that N stands for the 2-dimensional homogeneous Poisson process given by (2.4) (such that
E(N(E)) = Leb(E)). Then

E(Ñ(E)) = (1− β)E

 ∞∑
i,j=1

δ(Θ−1Ti,j ,Ui,j)(E)

+ βE

 ∞∑
i,j=1

1∑
`=0

δ(Θ−1Ti,j ,(3/10)` Ui,j)(E)


= (1− β)E

 ∞∑
i,j=1

δ(Ti,j ,Ui,j)(ΘJ ×G)

+ β
1∑
`=0

E

 ∞∑
i,j=1

δ(Ti,j ,Ui,j)(ΘJ × (10/3)`G)


= (1− β)E(N(ΘJ ×G)) + βE(N(ΘJ ×G)) + βE(N(ΘJ × 10/3G))

= |J ×G|((1− β)Θ + βΘ + βΘ10/3) = |E|.
We now turn to the first criterion.

P
(

ˆ̂N (Jk ×Ak) = 0
)

= e−Θ 10
3
τk,2ςk |Jk| · e

Θ 10
3
τk,2ςk |Jk|

(
(1−β)

10
3 τk,2ςk

−|Ak|
10
3 τk,2ςk

+β
10
3 τk,2ςk

−|Ak∪
10
3 Ak|

10
3 τk,2ςk

)

= Exp

{
−Θ(1− β)|Jk||Ak| −Θβ|Jk||Ak ∪

10

3
Ak|
}

Finally, recalling that γ = 1/2θ, we have

Θ(1− β)|Ak|+ Θβ|Ak ∪
10

3
Ak| = Θ(1− β)|Ak|+ Θβ|Ak \

10

3
Ak|+ Θβ|10

3
Ak|

= Θ((1− β) +
10

3
β)|Ak|+ Θβ|Ak \

10

3
Ak| =

10

11
|Ak|+

1

11
|Ak \

10

3
Ak|.

5. Records, convergence to extremal processes and other consequences

As in (1.1), let X0, X1, . . . be a stationary stochastic process, where each r.v. Xi : X → R is
defined on the measure space (X ,B,P) and P is T -invariant. Define the partial maximum

Mn := max{X0, . . . , Xn−1}.
Similarly to central limit laws for partial sums, we will assume the existence of normalising
sequences (an)n∈N ⊂ R+ and (bn)n∈N ⊂ R such that

P(an(Mn − bn) ≤ y)→ G(y), (5.1)

for some non-degenerate distribution function (d.f.) G, as n→∞.

Beyond the distributional limit established in (5.1), here we consider the continuous time
process {Yn(t) : t ≥ 0} defined by

Yn(t) := an(Mbntc+1 − bn) (5.2)

For each n ≥ 1, Yn(t) is a random graph with values in the Skorokhod space D((0,∞)) of right
continuous functions, with existence of limits to the left (cadlag functions). Under suitable
hypotheses on the dynamical system (X , T,P), the existence of a non-degenerate limit process
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Y (t) so that Yn ⇒ Y in D((0,∞)) with respect to the Skorokhod’s J1 topology has been
proved in [25]. The limit process Y (t) will be the so called extremal process which we now
define.

5.1. Extremal processes and weak convergence. Consider a general probability space
(Ω,B,P), where B is the σ-algebra of sets in the sample space Ω. If X : Ω → R is a random
variable, we let F (u) := P(X ≤ u), and define finite dimensional distributions:

Ft1,...,tk (u1, . . . , uk) = F t1

(
k∧
i=1

{ui}

)
F t2−t1

(
k∧
i=2

{ui}

)
· · ·F tk−tk−1(uk), (5.3)

with t1 < t2 < · · · < tk, and ∧ denoting the minimum operation. Suppose that YF (t) is a
stochastic process with these finite dimensional distributions, i.e.

P(YF (t1) ≤ u1, . . . , YF (tk) ≤ uk) = Ft1,...,tk(u1, . . . , uk). (5.4)

By the Kolmogorov extension theorem such a process exists and is called an extremal-F process.
A version can be taken in D((0,∞)), i.e. continuous to the right with left hand limits. As we
mentioned before, for certain chaotic dynamical systems, the process Yn(t) in (5.2) converges
(weakly) to an extremal-G process YG(t).

Definition 5.1. We say that we have an Extreme Value Law (EVL) for Mn if there is a non-
degenerate d.f. H : R+

0 → [0, 1] with H(0) = 0 and, for every τ > 0, there exists a sequence
of thresholds un = un(τ), n = 1, 2, . . ., satisfying equation (2.1) and for which the following
holds:

P(Mn ≤ un)→ H̄(τ), as n→∞. (5.5)

where H̄(τ) := 1−H(τ) and the convergence is meant at the continuity points of H(τ).

In this context, we now consider the continuous time process {Zn(t) : t ≥ 0} defined by

Zn(t) := u−1
n (Mbntc+1) (5.6)

For each n ≥ 1, Zn(t) is a random graph with values in the Skorokhod space D((0,∞)). Under
suitable hypotheses on (X , T,P) we prove the existence of a non-degenerate limit process ZH(t)

so that Zn(t)
d→ ZH(t) in D((0,∞)) with respect to the Skorokhod’sM1 topology, where ZH(t)

is a stochastic process such that

P(ZH(t1) ≥ y1, . . . ZH(tk) ≥ yk) = H̄t1

(
k∨
i=1

{yi}

)
H̄t2−t1

(
k∨
i=2

{yi}

)
· · · H̄tk−tk−1(yk), (5.7)

with 0 ≤ t1 < t2 < · · · < tk, and ∨ denoting the maximum operation. Furthermore, H̄(τ) =
e−θτ , where θ ∈ (0, 1] is the parameter called extremal index whose existence was previously
assumed.

In particular, if there are normalising sequences (an)n∈N ⊂ R+ and (bn)n∈N ⊂ R such that we
can write un = y/an + bn and

nP(X0 > un) = nP(an(X0 − bn) > y)→ τ
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with τ = f(y) for some homeomorphism f , then, as in (5.1),

P(Mn ≤ un) = P(an(Mn − bn) ≤ y)→ G(y)

where G = H̄ ◦ f . Hence,

un(t) = a−1
n f−1(t) + bn

u−1
n (z) = f(an(z − bn))

Zn(t) = f(Yn(t))

Yn(t) = f−1(Zn(t))

Remark 5.1. In the iid setting, the convergence in (2.1) is equivalent to

P(Mn ≤ un)→ e−τ , as n→∞,

hence θ = 1. Depending on the type of limit law that applies, f(y) is of one of the following
three types: f1(y) = e−y for y ∈ R, f2(y) = y−α for y > 0, and f3(y) = (−y)α for y ≤ 0.

We will show that for certain chaotic dynamical systems the process Zn(t) in (5.6) converges
(weakly) to ZH(t) in D([0,∞)) endowed with the Skorokhod’s M1 topology. This topology
allows a function g1 with a jump at t to be approximated arbitrarily well by some continuous
g2 (with large slope near t). For any g ∈ D([0, T ]), let Γ(g) := {(t, x) ∈ [0, T ] × R : x ∈
[g(t−) ∧ g(t), g(t−) ∨ g(t)]} denote the completed graph of g, and let Λ∗(g) be the set of all
its parametrizations, that is, all continuous G = (λ, γ) : [0, T ]→ Γ(g) such that t′ < t implies
either λ(t′) < λ(t) or λ(t′) = λ(t) plus |γ(t)− g(λ(t))| < |γ(t′)− g(λ(t))|. Then,

dM1,T (g1, g2) := inf
Gi=(λi,γi)∈Λ∗(gi)

{‖λ1 − λ2‖ ∨ ‖γ1 − γ2‖} ,

where ‖ · ‖ denotes the uniform norm, gives a metric inducing M1.

On the space D([0,∞)) the M1 topology is defined by the metric

dM1,∞(g1, g2) :=

∫ ∞
0

e−t(1 ∧ dM1,t(g1, g2)) dt.

Convergence gn → g in (D([0,∞)),M1) means that dM1,T (gn, g) → 0 for every continuity
point T of g.

Let us consider the projections h1, h2 : Mp([0,∞)2)→ D([0,∞)) where, given the planar point
process m =

∑∞
i=1 δ(ti,yi), h1m is the real valued function defined by

h1m(t) :=

{
inf{yi : ti ≤ t} if t > t

y if t ≤ t

with t = inf{(ti)∞i=1} and y = sup{inf{yi : ti ≤ t} : t > t}, and h2m is the real valued function
defined by

h2m(y) :=

{
inf{ti : yi < y} if y > y

t if y ≤ y

with y = inf{(yi)∞i=1} and t = sup{inf{ti : yi < y} : y > y}.

Theorem 5.2. h1 and h2 are a.s. continuous in the M1 topology of D([0,∞)) with respect to
point processes in Mp([0,∞)2), for processes of Mori-Hsing type.
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Proof. Consider the projection h1 (the proof is similar for h2). It suffices to show that h1 is
continuous in theM1 topology of D([0, T ]) atm ∈Mp([0,∞)2), wherem satisfies the following:

m({0} × [0,∞)) = m({T} × [0,∞)) = m([0,∞)× {0}) = 0, m([0, t]× (0, x)) <∞

for any 0 < s < t < T , x ∈ R. Note that these properties are satisfied by the type of processes
we are considering here. Let mn ∈ Mp([0,∞)2) and suppose mn

v→ m. We need to show
that dM1,T (h1mn, h1m) → 0. Suppose for concreteness that h1m(0) > h1m(T ) and choose
D > h1m(0) such that m([0, T ]× {D}) = 0. For large enough n,

mn([0, T ]× (0, D)) = m([0, T ]× (0, D)) = p,

with 1 ≤ p <∞, and there is an enumeration of the points of mn, call it (t
(n)
i , y

(n)
i )1≤i≤p such

that limn→∞(t
(n)
i , y

(n)
i ) = (ti, yi), 1 ≤ i ≤ p, where (ti, yi)1≤i≤p is the analogous enumeration

of points of m in [0, T ]× (0, D). Pick δ < 1
2 min{|ti− ti′ | : ti 6= ti′}∧ 1

2 min{|yi− yi′ | : yi 6= yi′}
small enough that δ-spheres about the distinct points of the set {(ti, yi)1≤i≤p} are disjoint
and in [0, T ] × (0, D). Pick n so large that each sphere contains the same number of points
of mn as of m. Let (tik , yik)1≤k≤q, q ≤ p, be the points (ti, yi) such that yi < yi′ for any
(ti′ , yi′) 6= (ti, yi) with ti′ ≤ ti. Additionally, suppose that 0 < ti1 < ti2 < . . . < tiq < T (note
that tik 6= tik′ for k 6= k′) so that the complete graph of h1m is just a polygonal line with
distinct vertices (0, yi1), (ti1 , yi1), (ti2 , yi1), (ti2 , yi2), . . . , (tiq , yiq−1), (tiq , yiq), (T, yiq) (if ti1 = 0
or tiq = T we simply drop the respective point (ti1 , yi1) or (tiq , yiq))

Let G = (λ, γ) : [0, T ]→ Γ(h1m) be a parametrization of Γ(h1m) and G(n) : [0, T ]→ Γ(h1mn)
a parametrization of Γ(h1mn). Let uk = G−1(tik , yik) for 1 ≤ k ≤ q and vk = G−1(tik+1

, yik)

for 1 ≤ k < q. Note that 0 < u1 < v1 < u2 < . . . < vq−1 < uq < T . Now, we define h(n) as a
homeomorphism of [0, T ] onto [0, T ] by

• h(n)(0) = 0, h(n)(T ) = T

• h(n)(uk) = (G(n))−1(t
(n)
k , y

(n)
k ) where (t

(n)
k , y

(n)
k ) ∈ Γ(h1mn) belongs to the sphere of

radius δ about (tik , yik) for 1 ≤ k ≤ q
• h(n)(vk) = (G(n))−1(t

(n)
k′ , y

(n)
k′ ) where (t

(n)
k′ , y

(n)
k′ ) belongs to the sphere of radius δ about

(tik+1
, yik) for 1 ≤ k < q (note that (t

(n)
k+1, y

(n)
k ) does not necessarily belong to Γ(h1mn))

• h(n) is linearly interpolated elsewhere on [0, T ]

Then, G(n) ◦ h(n) = (λ(n), γ(n)) : [0, T ] → Γ(h1mn) is another parametrization of Γ(h1mn),
with

∥∥λ− λ(n)
∥∥ < δ and

∥∥γ − γ(n)
∥∥ < δ, showing h1m and h1mn are at a distance less than

δ on the space D([0, T ]) with the metric dM1,T . �

Proposition 5.3. If the process Nn converges weakly to Ñ , then the process Zn converges
weakly to ZH in D([0,∞)) endowed with the Skorokhod’s M1 topology.

Proof. Since Ñ is a processes of Mori-Hsing type, we can use Theorem 5.2 to conclude that
h1 is a.s. continuous with respect to Ñ in the M1 topology of D([0,∞)). Hence, by the CMT
we just need to show that h1(Nn) = Zn for every n ∈ N and h1(Ñ) = ZH .

We have, for t ≥ 0 and n ∈ N,

h1Nn(t) = inf{u−1
n (Xi) : i/n ≤ t} = u−1

n (sup{Xi : i ≤ nt}) = Zn(t)
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Now, let us see that the finite dimensional distributions of h1(Ñ) are the same of Z. For the
unidimensional distribution, with t, y ≥ 0 and H̄(τ) = e−θτ , we have

P(h1Ñ(t) ≥ y) = P(Ñ([0, t]× [0, y)) = 0) = e−θty = H̄t(y).

For the bidimensional distribution, with 0 ≤ t1 < t2 and y1 ≥ y2 ≥ 0,

P(h1Ñ(t1) ≥ y1, h1Ñ(t2) ≥ y2) = P(Ñ([0, t1]× [0, y1)) = 0, Ñ((t1, t2]× [0, y2)) = 0)

= H̄t1(y1)H̄t2−t1(y2).

In case 0 ≤ y1 < y2,

P(h1Ñ(t1) ≥ y1, h1Ñ(t2) ≥ y2) = P(h1Ñ(t2) ≥ y2) = H̄t2(y2),

so in general
P(h1Ñ(t1) ≥ y1, h1Ñ(t2) ≥ y2) = H̄t1(y1 ∨ y2)H̄t2−t1(y2).

Following this pattern we get for the k-dimensional distribution

P(h1Ñ(t1) ≥ y1, . . . , h1Ñ(tk) ≥ yk) = H̄t1

(
k∨
i=1

{yi}

)
H̄t2−t1

(
k∨
i=2

{yi}

)
· · · H̄tk−tk−1(yk)

= P(ZH(t1) ≥ y1, . . . , ZH(tk) ≥ yk).

Hence h1(Ñ) = ZH . �

Remark 5.4. If, as before, we assume the existence of normalising sequences (an)n∈N ⊂ R+

and (bn)n∈N ⊂ R such that nP(an(X0 − bn) > y) → f(y) and P(an(Mn − bn) ≤ y) → G(y),
with G = H̄ ◦ f for some d.f. G and H, then f−1(Zn(t)) = Yn(t) and f−1(ZH(t)) = YG(t).
Hence, we also have Yn ⇒ YG in D([0,∞)) with respect to the Skorokhod’s M1 topology.

Given the stochastic process ZH(t) its path inverse is defined by:

Z←H (y) = inf{t : ZH(t) < y},
where the domain of Z←H is codomain of Z, and Z←n is defined similarly. We have the following
result.

Proposition 5.5. If the process Nn converges weakly to Ñ , then the process Z←n converges
weakly to Z←H in D([0,∞)) endowed with the Skorokhod’s M1 topology.

Proof. Since h2 is again a.s. continuous with respect to Ñ in theM1 topology of D([0,∞)), by
using the CMT we just need to show that h2(Nn) = Z←n for every n ∈ N and h2(Ñ) = Z←H .
We have, for y ≥ 0 and n ∈ N,
h2Nn(y) = inf{i/n : u−1

n (Xi) < y} = inf{i/n : u−1
n (Mi+1) < y} = inf{t : Zn(t) < y} = Z←n (y).

Now, let us see that the finite dimensional distributions of h2(Ñ) are the same of Z←H . For
the unidimensional distribution, with t, y ≥ 0 and H̄(τ) = e−θτ , we have

P(h2Ñ(y) ≥ t) = P(Ñ([0, t)× [0, y)) = 0) = e−θty = H̄t(y).

For the bidimensional distribution, with 0 ≤ t1 < t2 and y1 ≥ y2 ≥ 0,

P(h2Ñ(y1) ≥ t1, h2Ñ(y2) ≥ t2) = P(Ñ([0, t1)× [0, y1)) = 0, Ñ([t1, t2)× [0, y2)) = 0)
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= H̄t1(y1)H̄t2−t1(y2).

In case 0 ≤ y1 < y2,

P(h2Ñ(y1) ≥ t1, h2Ñ(y2) ≥ t2) = P(h2Ñ(y2) ≥ t2) = H̄t2(y2),

so in general
P(h2Ñ(y1) ≥ t1, h2Ñ(y2) ≥ t2) = H̄t1(y1 ∨ y2)H̄t2−t1(y2).

Following this pattern we get for the k-dimensional distribution

P(h2Ñ(y1) ≥ t1, . . . , h2Ñ(yk) ≥ tk) = H̄t1

(
k∨
i=1

{yi}

)
H̄t2−t1

(
k∨
i=2

{yi}

)
· · · H̄tk−tk−1(yk)

= P(ZH(t1) ≥ y1, . . . , ZH(tk) ≥ yk)
= P(Z←H (y1) ≥ t1, . . . , Z←H (yk) ≥ tk).

Hence h2(Ñ) = Z←H .

�

Remark 5.6. We also have similar results for the multi-dimensional REPP process N∗n. Let
b(r) := |Br(ζ)| and define the projections h∗1, h∗2 : Mp([0,∞) × Tζ(X )) → D([0,∞)) where,
given the planar point process m =

∑∞
i=1 δ(ti,yi), h

∗
1m is the real valued function defined by

h∗1m(t) :=

{
inf{b(dist(yi, ζ)) : ti ≤ t} if t > t

y∗ if t ≤ t
,

with t = inf{(ti)∞i=1} and y∗ = sup{inf{b(dist(yi, ζ)) : ti ≤ t} : t > t}, and h∗2m is the real
valued function defined by

h∗2m(y) :=

{
inf{ti : b(dist(yi, ζ)) < y} if y > y

t
∗ if y ≤ y

,

with y = inf{(yi)∞i=1} and t
∗

= sup{inf{ti : b(dist(yi, ζ)) < y} : y > y}.

Hence, h∗1m and h∗2m are a.s. continuous in the M1 topology of D([0,∞)) with respect to
N∗ (note that h∗i = hi ◦ h, i = 1, 2, where h : Mp([0,∞) × Tζ(X )) → Mp([0,∞)2) given by
h
(∑∞

i=1 δ(ti,yi)

)
=
∑∞

i=1 δ(ti,b(dist(yi,ζ))) is a continuous function), so if N∗n ⇒ N∗ we conclude
by using the CMT that Z∗n ⇒ ZH and (Z∗n)← ⇒ Z←H , where

Z∗n(t) := h∗1N
∗
n(t) = inf

{
b

(
dist

(
Φ−1
ζ (T j(x))

b(g−1(un(1)))1/d
, ζ

))
: j ≤ nt

}

(Z∗n)←(y) := h∗2N
∗
n(y) = inf

{
j/n : b

(
dist

(
Φ−1
ζ (T j(x))

b(g−1(un(1)))1/d
, ζ

))
< y

}
= inf{t : Z∗n(t) < y}

We just need to see that h∗1(N∗) = ZH and h∗2(N∗) = Z←H . For example, we have for the
unidimensional distributions, with t, y ≥ 0 and H̄(τ) = e−θτ ,

P(h∗1N
∗(t) ≥ y) = P(N∗([0, t]×Bb−1(y)(ζ)) = 0) = e

−θt|Bb−1(y)(ζ)| = e−θty = P(ZH(t) ≥ y),

P(h∗2N
∗(y) ≥ t) = P(N∗([0, t)×Bb−1(y)(ζ)) = 0) = P(ZH(t) ≥ y) = P(Z←H (y) ≥ t).

and the rest follows similarly the proofs of the previous propositions.
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5.2. The record time and record value point processes. Given the processes ZH(t)
and Z←H (t), we next describe the distribution of their jump values, i.e. the locations of their
discontinuities. This has natural application to the theory of record times and record values
which we describe as follows. Consider the original sequences (Xn)n∈N0 , (Mn)n∈N, and let
t1 = 0. Define a strictly increasing sequence (tk)k∈N via:

tk := inf{j > tk−1 : Xj > Mj}. (5.8)

Then this sequence (tk)k forms the record times associated to Mn, namely the times where
Mn jumps. The corresponding record values are given by the Xtk = Mtk+1. For the process
Zn(t) = u−1

n (Mbntc+1), we see that the jumps of Zn(t) occur precisely at the times tk,n := tk/n
where tk is a record time. The jump values Zn(tk,n) are then the normalised record values
u−1
n (Xtk). We consider the following two point processes defined on subsets of R:

Rn :=
∞∑
j=1

δ j
n
· 1{Xj>Mj}, Wn :=

∞∑
k=1

δZn(tk,n), (5.9)

the former is the record time process and the latter is the record value process. The weak
convergence of these processes can be obtained from the weak convergence of the extremal
processes, in the Skorokhod’s J1 topology, as in [43], for example.

To give an overview the construction of Skorokhod’s J1-topology consider first a metric in-
ducing J1 topology on the space D([a, b]) given by:

da,b(ϕ1, ϕ2) := inf
h∈Λ
{‖ϕ1 ◦ h− ϕ2‖ ∨ ‖h− id‖} ,

where id is the identity mapping and the set Λ is the collection of strictly increasing, continuous
functions h : [a, b] → [a, b] such that h(a) = a and h(b) = b. The construction carries over
to D((0,∞)) by use of the following metric: let ra,bϕ(x) denote the restriction of ϕ(x) to the
interval [a, b], and define

d0,∞(ϕ1, ϕ2) :=

∫ 1

0

∫ ∞
1

e−t(1 ∧ ds,t(rs,tϕ1, rs,tϕ2)) dt ds.

Then convergence ϕn → ϕ in D((0,∞)) holds in the J1 metric if d0,∞(ϕn, ϕ) → 0 at each
continuity point of ϕ.

We now state distributional results for the records’ point processes using the weak convergence
of extremal processes in the J1 topology. We will apply this result to prove the convergence of
record time and record value point processes in the particular case of clustering being created
by a repelling periodic point as described in Section 2.2.3. See Remark 5.9.

Theorem 5.7. Suppose that the processes Zn and Z←n converge weakly to ZH and Z←H , re-
spectively, in D((0,∞)) endowed with the Skorokhod’s J1 topology. Then, the point processes
Rn and Wn converge weakly to a PRM with intensity γ(t) = 1/t on state space (0,∞), i.e.
for any 0 < a < b <∞,

lim
n→∞

P(Rn(a, b) = k) = lim
n→∞

P(Wn(a, b) = k) =
a

b
· (log(b/a))k

k!
.

We remark that:

• if the convergence of both Rn and Wn holds for a particular observable ϕ : X → R, it
also holds for any injective and monotone increasing transformation of ϕ;
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• the process Wn determines the jump times for the inverse process Z←n .

Proof of Theorem 5.7. We first consider the process Rn. Let D̃((0,∞)) be the subset of
D((0,∞)) consisting of functions which are constant between isolated jumps (i.e., the jumps do
not accumulate anywhere in (0,∞)). For an element Y (t) ∈ D̃((0,∞)), let h3 : D̃((0,∞)) →
Mp((0,∞)) be the counting function: h3(Y (t)) =

∑
i δti(0, t), where ti are jump times for

Y (t). As shown in [43] the function h3 is a.s. continuous when restricted to functions on
D̃((0,∞)) in the J1 topology. If Y (t) = YG(t) is an extremal-G process, then h3(Y (t)) is a
PRM on (0,∞) with intensity γ(t) = 1/t. This is also true for Y (t) = ZH(t) (note that, if
G = H̄ ◦f for some homeomorphism f , then YG(t) has the same jump times of ZH(t)). Hence
to get the required convergence result we just need to apply the CMT.

Now consider the processWn and the function h3, but this time apply it to elements of Z←n (t) ∈
D̃((0,∞)). We can see that Wn = h3(Z←n ) and that ZH has the same finite dimensional
distributions of S←(YΛ), where Λ(t) = e−e−t , S(x) = − log(− log(H̄(x))) and S←(t) = inf{x :
S(x) < t}, so by the transformation theory for Poisson processes, the corresponding process
h3(Z←H ) is a PRM with mean measure λW given by

λW ([a, b]) := |S(b)− S(a)| = log(− log(H̄(b)))− log(− log(H̄(a)))

= log(− log(e−θb))− log(− log(e−θa)) = log(b/a),

i.e., a PRM with intensity γ(t) = 1/t. Hence to get the required convergence we just need to
apply the CMT. �

Remark 5.8. As before, let us assume the existence of normalising sequences (an)n∈N ⊂ R+

and (bn)n∈N ⊂ R such that nP(an(X0−bn) > y)→ f(y) and P(an(Mn−bn) ≤ y)→ G(y), with
G = H̄◦f for some d.f. G andH. If, instead ofWn, we consider the process Vn :=

∑
k δYn(tk,n),

which determines the jump times for the inverse process Y←n (t) := inf{x : Yn(x) > t}, then Vn
converges weakly to the point process V on the domain of G, where V is a PRM with intensity
measure λV given by λV ([a, b]) := − log(− logG(b)) + log(− logG(a)), and in this case the
limit process does depend on G, and hence on the form of the observable ϕ.

Remark 5.9. We consider the J1 topology instead of the M1 topology because, unlike what
happened before with the functions h1 and h2, it is the suitable topology in which the new
function h3 is a.s. continuous. Note that in general convergence in M1 does not imply conver-
gence in J1 and the convergence of the extremal processes that we obtained in Section 5.1 was
in the M1 topology due to stacking on the vertical piles. However, in the setting considered in
Section 2.2.3, where ζ is a repelling periodic point, points of Nn belonging to the same cluster
can be disregarded except for the initial point (which is always the closest point to ζ) without
changing the projections Zn = h1(Nn) and Z←n = h2(Nn), and the same is true for the limiting
process Ñ and its projections ZH = h1(Ñ) and Z←H = h2(Ñ) if we just consider the points for
` = 0. Hence, if we consider versions of these two-dimensional processes after deleting all but
the first clustering mass point, in the case of Nn, and all the points in a vertical pile except
the bottom one, in the case of Ñ , we obtain point processes with the exact same projections
by h1 and h2 of the original ones, but these new point processes (obtained after the deletions)
allow to obtain the weak convergence of the extremal processes Zn and Z←n also valid in the
J1 topology, which in turn allows us to apply Theorem 5.7 and obtain the convergence of the
record point processes Rn and Wn.
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We can also study the convergence of the record point processes by projecting directly from
the space where the two-dimensional rare events Nn are defined. This will allow us to see
and understand from another perspective the convergence of the record point processes in the
case of repelling periodic points considered in Section 2.2.3, but also to give an example where
there is no convergence.

We define

h : Mp([0,∞)× [0,∞)) −→Mp([0,∞))

m =

∞∑
i=1

δ(ti,zi) 7−→ h(m) =

∞∑
i=1

δti1Bi(zi),

whereBi = [0, inf{zj : tj ≤ ti}) if ti > inf{tj : j ≥ 1} andBi = [0, inf{zj : tj = inf{tk : k ≥ 1}}],
if ti = inf{tj : j ≥ 1}. Note that h(Nn) = Rn.
For simple Radon point measures, (mn)n∈N, vague convergence means that, as long as the
limit process m has no atoms on the boundary of a certain compact set, then the atoms of mn

in that compact set converge to those of m (see [43, Proposition 3.13]). Hence, it follows easily
that h is continuous at m if m satisfies the following properties: m is simple, for all ε > 0 there
exists γ > 0 such that m([0, ε)× [0, γ)) > 0, m([0,∞)× {z}) ≤ 1 and m({t} × [0,∞)) ≤ 1.

Clearly, if we have no clustering, which means no piling on the vertical directions, then all
point processes involved, including the limiting two-dimensional Poisson process N live a.s. in
a space of point measures m with those properties and therefore, we can apply h and CMT to
obtain the convergence of record point process Rn. In the presence of clustering, the limiting
processes Ñ , N †, N̂ or ˆ̂N do not satisfy the last property and indeed things can go wrong as
the following example shows.

For each n ∈ N, take mn = δ(1−2/n,2) + δ(1,1), which clearly converges in vague topology to
m = δ(1,2) + δ(1,1). But h(mn) = δ1−2/n + δ1 does not converge vaguely to h(m) = δ1, since
h(mn)([0, 2)) = 2 for all n ∈ N and h(m)([0, 2)) = 1.

Observe that if the atoms of mn converged, in the first coordinate, from the right to 1, say
mn = δ(1+2/n,2) + δ(1,1), then we still would have that h(mn) converged to h(m), in the vague
topology. This is exactly what happens with Nn in the cases described in Section 2.2.3,
Theorem 4.3 and Corollary 4.5, where ζ is repelling periodic point, which means that a high
observation is followed by increasingly smaller observations (which means increasingly higher
respective frequencies τ) within the same cluster, as well as in Examples 4.1 and 4.2.

However, the same does not apply to Example 4.3, where something similar to the non-
continuity example occurs. Namely, if a record appears for Nn that corresponds to a very
high observation caused by the entrance of the orbit very close to π/16, then a new record
observation occurs in the next iterate (corresponding to a τ , which is approximately 3/10
of the previous one). These two consecutive records are missed by the the projection of the
limiting process, which only projects the bottom point of the two vertically aligned mass
points. This shows that in this case, the convergence of the record point process cannot be
established from the complete convergence of the two-dimensional process.
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