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Abstract

In some production processes it is not possible to take more than one observation at
each sampling point to control the process. In such cases it has been usual to consider a
control chart for individuals to monitor the mean of the process and a moving range chart
to monitor the process variability. In this paper we purpose two alternatives to the chart
for individuals: the moving maxima chart and the moving sum chart. These charts were
implemented with fixed and variable sampling intervals and their performance was evaluated
in terms of the Average Time to Signal, an indicator which takes into account the structure
of dependence between the observed values of the control statistic. In this study we compare
the performance of the different charts to detect shifts in the mean and/or standard deviation
of a normal process and to detect shifts in the scale parameter of a uniparametric exponential
process, under the assumption that the observations from the process are independent.

Keywords: Average Time to Signal, Fixed Sampling Interval, Shewhart Control Charts,
Statistical Quality Control, Variable Sampling Interval.

1 Introduction

In a production process, even if it has been carefully planned and maintained, there is always
some variability that can be due to a random or a deterministic cause. When there is only the
variability inherent to the production process, which is unavoidable, we say that the process
i1s under statistical control. If there is another kind of variability, associated to deterministic
causes, we say that the process is out of statistical control. The main purpose of the statistical

quality control is to distinguish these two kinds of variability.

Control charts are the basic tools in statistical process control. They are widely used in
industry and allow to distinguish the two kinds of variability referred above, but their efficiency
depends on the sample size taken to inspection. Some generic results about control charts for

monitoring a process can be found in Montgomery (1996).

In some production processes, particularly in the chemical industry, it is not feasible to take

more than one observation at each sampling point for monitoring the process. In such cases it



has been usual to consider a control chart for individuals to monitor the mean of the process and
a moving range chart to monitor the process variability. However, some authors have questioned
this practice. Among them, we refer Nelson (1982,1990), Roes et al. (1993) and Rigdon et al.
(1994). For example, Nelson (1982,1990) argued on the one hand that the X chart contains all
the available information, and on other hand that the MR chart has a difficult interpretation
because the plotting moving ranges are correlated. Another comparative study of the X and
MR charts can be found in Amin and Ethridge (1998). They concluded that the X chart alone
is nearly as effective as the combined procedure X-M R for monitoring a normal process, which
does not justify the use of the joint procedure X-M R.

In this paper we propose two alternatives to the chart for individuals (X) to monitor both
the mean and the standard deviation of the process: the moving maxima chart (M M) and
the moving sum chart (M.S). These charts were implemented with fixed sampling intervals
(F'ST) and with variable sampling intervals (V.ST), and we also have considered 2-dependent
and 3-dependent structures for the control statistic. If we generally denote the control statistic
associated to the different charts at time t by Wy, t > 1, we say that we are in a presence of a

k-dependent structure, k > 1, if we have
Wi and Wy are dependent for i < k

Wi and Wy; are independent for © > k, Vt > 1.

In the particular case of k = 1, the variables W; are independents, VL.

Suppose that X represents a process quality variable whose distribution is F(.). In a k-
dependent struclure, k > 1, the X chart plots the value of the observation X; taken from the
process against time £, the M MP¥ chart plots in each sampling point ¢ the value of the statistic

MF defined by
MP = Mepl X, Xy ioin X gn)s E21, (1)
and the M S* chart plots the value of the statistic S¥ defined by
S it S i B (2)

where X_ 5.9, X _g.3,..., Xo represent available observations taken from the process before the

beginning of the chart plotting.



When we use a F'SI control chart, the values W, are observed at regular time intervals
of length d, and will be compared with the lower and the upper control limits of the chart,
denoted by LCL and UCL. When we use a V.SI control chart, the interval of time between
consecutive observations is not fixed but depends on the last observed statistic value, taking
into account whether it falls near or far from the control limits. In our study we consider only
two sampling intervals and the region C = [LCL, UCL] will be divided into two subregions C
and (s, associated to the smallest and to the largest sampling intervals, d; and ds, respectively.
These subregions are defined by C; = [LCL, LW LIUJUWL,UCL] and Cy = [LW L, UWL],

where LWL and UW L denotes the lower and the upper warning limits of the chart.

The performance of these charts are evaluated by means of the Average Time to Signal. In
this paper we compare the performance of the X, MM¥* and MS* k = 2,3, charts to detect
shifts in the mean and /or standard deviation of a normal process and to detect shifts in the scale
parameter of a uniparametric exponential process, under the assumption that the observations

from the process are independent.

2 Measures of chart performance

The ability of a control chart to detect process changes can be measured by the expected length
of time the chart takes to generate a signal, say, by AT'S (Average Time to Signal).

To compare the different charts they must have the same in-control AT'S, which must be
large because 1t is associated to the frequency of false alarms, and the out-of-control AT'S must
be small so that the change is quickly detected. The most efficient chart is the one with the

smallest out-of-control AT'S for the shifts we want to detect.

If we represent by 7'S and NSS the random variables Time to Signal and Number of
Samples Lo Signal respectively, and using the fact that AT'S = E(TS), the ATS for an FSI
chart can be expressed in the form

ATS = dANSS, (3)

where d denotes the sampling interval and ANSS denotes the average number of samples taken

before the chart signals. For a VST chart the AT'S will be expressed in the form

NSS
ATS — B ( S DL1> = E(D)ANSS,
t=1



where D; denotes the sampling interval that precedes the ¢ + 1* sample to be taken, ANSS
denotes the average number of samples taken before the chart signals and F(D) denotes the

average sampling interval.
In this study we will denote by C* the cartesian product of an interval C iterated k times,
C x ... x C, and the probabilities associated to the control and warning intervals, C' and Cy, by

bi = = ((Wh Wt—}l? wie vy WL+i—1) © 07) ) ( )
4
poi =P (W, Wiiq, . Wiy ) €CTINWiy1€Cy), t 21, 1<i< k.

where pg = 1 and C° represents the sampling space, by convention.
p p .

For a k-dependent structure, k > 1, the distribution of the random variable NSS is given by

Pr—1—Dr L<=pnh—1NE>2
fin) = P(NSS =n) = g (5)
(Pk—1—1x) (5,%—1) , n2>k,
and the ANSS is expressed by
o k—2 2,
ANSS =) "nP(NSS =n) = ;O Bt g, (6)

=1

I
where ) p; =0 for L < L.

=i

In our study, as we have considered only two sampling intervals d; and d, for the implemen-
tation of the VST charts, the average sampling interval is defined by I2(D) — (1 — p)d1 + pda,
where p denotes the proportion of time that the longer sampling interval is used and the AT'S

is defined by

ATS = ((1 — p)dy+pdy) ANSS, p=E% p>1 (7)

Pk

In the following, we mention some distributional properties of the control statistics MF and
SF, k > 1, needed to compute the probabilities that appear in the expressions of ANSS and
AT'S.

Suppose that X ;.o X z.3..., Xo X1,... are random variables, independent and identically
distributed whose distribution is F(.). The control statistic Mf = Max(Xy, X1,y Xi—r+1),

t> 1,k > 1, can be expressed in the form

Mk— Xt, k - ].
T Mazx(MFL X)), kE>1, t>1,



and the cumulative distribution function (cdf) is given by

Fpgslin) = F¥(m), k>1, 1> 1.

The joint cdf of (MF, MF.q,...., M, ), 1<r <k, t>1,is given by
Pm), r=1

k . =t
F1,2,...,r(m17m27"'7mr) i r—1
< 1<y<i k—i+1<j<k 1<j<k

F( minm;)F(  min mj)) FE=m+1( min m;), 2 <r <k,
=1

for all admissible combinations (myq, ma, ..., m,). To derive this distribution we can use the below
outline:
X1 Xs X, 0 X, Xk ma
Xo Xr—1 Xy Xk Xg1 ma
Ke1 Xy X Xpi1 oo Xpir-2 My _1
Ke o Kp Xpt1 w Kpgra Xpir— My
IR T I 2 1

where the values of the last line represent the number of variables of the correspondent column.

For admissible values (mg, ma, ..., m,), to hold the condition
MF< miNME< myn... N M¥< m,

we have to hold the conditions

X1 <miNXgip 1< my

Xo S miNXo< my NXp i o< MNXpir 9K My_g

Xoog S X s, X pigs m M. B Xp1< my
X, < ... X, = i,

DG = (T

As we have independent and identically distributed X, variables, whose distribution is F(.),

F{“’Q’mﬂ,(mhmz,...,mr) = F(mq)F(m,)F(min (m,,my))F(min (m,, m,_;))...

. F'(min (my ..., m,_q)) F(min (m,, ..., my)) ¥~ (min (my, ..., m,.)).

o



We note that the variable (MF, MF.,, ..., MF., ;) has a singular distribution with a proba-
bility mass function for some (mj,mg,...,m,). Taking into account these distributions, for the

MM? chart we have

p1 = F2(UCL) — F*(LCL),

p2 = F3(LCL) + F}(UCL) — 2F(UCL)F*(LCL),

po2 = FYLCL)F(LWL) + F(UWL)F(UCL) — FA(LCLYF(UWL) — FA(LWL)F(UCL),
(8)

and for the M M? chart we have

1= A3_B37
o= A B —0AR", :
ps = AS+2AB*-3A%B3, )

pus = BC — B*D + B3D?—B3C2+AB®D — AB3C + A2C® — A2D°,
where A = F(UCL), B=F (LCL),C = F(UWL) and D = F(LWL). General results about

order statistics can be found in David (1980).

The control statistic SF = X; + X1 + ... + X;_pr1, t > 1,k > 1, can be expressed in the

form

% [ X, k=1
5=\ s x, k>1, t2
Oy t Gl L = l,

and the distributions of the random variables Sf and (SF,SF ;,..., 57, 1), 1 <r <k, t > 1,
can be easily derived only for some particular models. F'(.), like the normal and the exponential

models.

If the random variables X, are independent and identically distributed as a normal with
mean p and variance 2, the statistic S¥, ¢ > 1,k > 1, has also a normal distribution with mean
ku and variance ko?, and the random vector (Sf,Sﬁl,...,Stkj‘_r_l), < i< &kt > 1, has'a

kp
multivariate normal distribution with vector of means Prx1 = and covariance matrix

kp
2y = [0l , where 045 = 02(k — (j — 1)), 1 <i<j <

The joint probability density function (pdf) of (SF, 8% . .,8k ), 1 <r <k t>1,is
L t+1s s Mitr—1 ? o)

given by

=1 j=

VA e %0
S1,2,.0(81, 82, ., 8,) = exp § —5 2 2 0 (si—ku)(s;—kp) ¢,
=1

(2m)3



where X, = [045], L= [Uij} e = |£r\‘

Taking in account these distributions, for the MS? chart we have

o — @ [ LSC2Y _g (LIC-2
p =@ (L5) g (LG,

P2 = Jric 2ovx

: 2,2 s s
LSC 1 s LSV —(pu+5) LIV —(ptl) )
Po2 = Jric 3.5 ¥ o —F—n—2" | -9 | ——2- | | dsy,
.,O'\/; ::22(7' %J

and for the MS?3 chart we have

ESC—3 LIC 3
p =@ (LG g (LC

2 25 2s
. eESC g é*zﬂ) LSC— ;H—J- EIC— (L)
P2 = [Lic wmom © { ( - @ T ds,
3

I
LSC pLSC LSC—(2=t1ttmy LIC- (St (1)
= Jrre Jiie ./31752(81 22) & . =4 dsadsy,

8
\/;”

LSC pLSC LSl (=12 LIV —(8#=s1t4so
3 = [r1c Jric [s1,5:(s1 52) !‘D< : —= )> - ("""""—'—(\/E ) dsods1,
—50'

P {@ (——LSC*W%’) —® (——L”C‘“”ﬂ)ﬂ ds1, (10)

8
50'

=3
50'

where ® denotes the cdf of a standard normal.

If the random variables X; are independent and identically distributed as an exponential with
scale parameter 6, f(z) = %e ~ %,z >0, the pdf of the statistic S§2 =X, 1+ X, t>1,is given
by

[s2(s) =Fe ~5,82>0,

and the joint pdf of (S?, St+1) t > 1, is given by

min(sy s3)
fS 2 g2 (51,5) :%e*i(sntsz)(e——g it

L1
Taking into account these distributions, for the M.S? we have
p = (£55 +1) B— (5L +1) 4,

py=2(E - UCLY A+ (B- A)(2+ A- B), (12)

po2= (BL—A+ B —2) (C - D) +2%L (A 4 D) -YWL (4 1 C),



ucrL LCL UWL LWL

where A —es- & B —e" 5  ( =¢e¢ % and D—e

The pdf of the statistic S = X; o + X;—1 + X, t > 1, is given by
fs3(s) =55e75, 8 >0,

the joint pdf of (53,52, 1), L > 1, is given by

min(sy $3) min(sy sg)

Jsp.s9. (51,82) e 3O min(s,, sy ™ F = 8™HE  5),
and the joint pdf of (S3,82.1,52,), t > 1, is given by
—6%@75%3(‘—} +1)+ 5%—@"%5&,0 < §1< §2< 83
~E%e*i$l(%2 +1-— cfvsz),O < §9< §1< 83 V0 < 859< 53< 81
~ Lo TF (4 1) + Ee 7,
fS?,Sﬁ,l,Sf,Fz(sl’ 89,83) = max{0, '282—81}< $3< §2< 81 V max{0, 82—51}< §3< §9< §1< 289—S83
e T (umatn g 1) 4 Lem?
0 < $51< 53< §9< §1+83 VO < 53< 81< §9< S1-+83
0, oulros (s1,Ss,S3)

The expressions for the probabilities that appear in the ANSS and AT'S for the MS® chart

are complicated and we don’t refer them here.

In this study the control limits of the different charts were determined such that

ANSSin—control =500 13
ANSSinfconLrol = ANSSout—ofAccontrol ( )

3

and the warning limits such that

ATSinfconLrol =300

ATSin—control = ATSout—of—ccmtrol. (14)

If we denote the shift magnitude that we want to detect by A, and if we assume under control
A = Ay, for a k-dependent structure, k > 1, the conditions defined in 13 and 14 are equivalent

to the conditions



S i B = [(d, + &2(d, —d)) ANSS] =500
e Pt o —pe e o L X2 L A=Do

= [’pk%ﬂjﬁ& ~t Puk%%"]A:Ag =0,

= 8pg_ 8
kzz opi 4 Pe_1 (Pr—1—2px) %kA L pe_1 5
i—0 94 3 (Pr—1—px)°

}A:Ao

L
where > p; =0 for L < L.

=1

In this study, the I'ST charts have a sampling interval d = 1 and the V.SI charts have
sampling intervals d; = 0.1 and dp = 1.9.

3 Comparison of the charts in a normal model.

Suppose that X represents a process quality variable, normally distributed and that we want to
monitor the mean p of the process and that we assume 0 = gg. When the process is in-control,

we assume = po and out-of-control we assume p = pg + 809, 6 # 0.

In table 1, we have the control and warning limits of the different charts, implemented to
detect shifts in the mean p and/or standard deviation of the process. Regardless of the mean
value we want to monitor, the parameters of the control charts are determined considering pg = 0

and og = 1, without loss of generality.

LCL UCL LWL UWL

X | po—3.090300 o+ 3.090300  pg — 0.672900 o + 0.672907¢
MM | po — 1.886500  pg+ 3.049900  pg—0.03790¢  po + 1.064307¢
MM® | po — 1.309600 g + 3.032700 o+ 0.268600  po + 1.2606070
MS” | 2ug — 4.348700  2ug + 4.348700 2y — 0.949800 2o + 0.949807¢
MS® | 3uo — 5.813400  3uo + 5.813400  3pg — 1.165900  3pq + 1.16590¢

Table 1: Control and warning limits

In table 2, we have the AT'S(8) for some magnitudes of the shift § = ﬁl;f“l in p that allow
us to compare the efficiency of the charts. This table shows that all V.SI charts work much
better than the correspondent F'SI charts. We also conclude that the MS chart performs
better than the others, with significant reductions in A7'S(8), and that the X chart has the

worst performance. These conclusions are easily shown in figure 1.

Following, for the charts with best performance, M M and M S charts, we analyzed the effect

of increasing the order of dependence in the structure of these charts. Comparing the ATS(6)



X FSI MM’ FSI

X VSI MM” VST MS” FSI MS’ VSI

-3 2.2 0.3 1.6 0.2 122 0.1
-2.5 3.6 0.7 2.5 04 1. 0.2
-2 7.3 2.1 4.7 il St 0.6
-1.5 17.9 8.2 10.7 4.0 s 2.2
-1 54.6 38.0 33.5 20.3 25.6 13.2
-0.5 201.6 183.6 1resl 133.8 124.8 104.3
0 500.0  500.0 500.0 500.0 500.0 500.0
0.5 201.6 183.6 182.2 158.2 124.8 104.3
1 54.6 38.0 48.5 28.0 256 132

1:5 17.9 8.2 15.6 4.9 7.8 2.2

2 s Al 6.0 1.0 3.2 0.6

2.5 3.6 0.7 257 0.3 1.5 0.2

3 2.2 0.3 1.6 0.2 152 0.1

Table 2: Average Time to Signal in a 2-dependent structure, ATS(6)
ATS
Chart X-FSi
------ Chart X-VSI!

Chart MM2-FS|

------ Chart MM2-VS|

Chart MS2-FS|

------ Chart MS2-VS|

3.0 25 -0,5

0.0 0.5
Shift magnitude £2

25 3.0

Figure 1: Average Time to Signal in a 2-dependent structure, ATS(6)

10



§ MM FSI MM VSI MS’ FSI MS’ VSI

-3 23 0.2 1.0 0.1
-2.5 2.0 0.3 2.0 0.3
-2 3.6 0.8 2.8 0.3
-1.5 8.4 2.8 5.8 1L.{0]
-1 26.6 15.2 14.7 9.5
-0.5 132.0 1lhl 6.7 98.3

500.0 500.0 500.0 500.0

0.5 173.4 144.4 76.7 58.3
il 15.6 22.6 14.7 5.5
1.5 141 3.4 5.8 1.0
2 2.1 0.7 2.8 0.3
2.5 Ll 02 2.0 0.3
3 1.3 0.1 1.0 0.1

Table 3: Average Time to Signal in a 3-dependent structure, ATS(6)

Chart MM3-FS|
...... Chart MM3-VS|
Chart MM2-FSI
...... Chart MM2-VS|
Chart MS2-FS!
...... Chart MS2-VSI
e Chart MS3-F S|
- - -Chart MS3-VS|

S TITNTE

-3.0 2,5 2,0 2,0 25 30

Figure 2: Average Time to Signal in 2-dependent and 3-dependent structure, ATS(6)
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values shown in tables 2 and 3 we conclude that if we consider a 3-dependent structure instead

of a 2-dependent struclure, we can reduce significantly the AT'S(8), as we show in figure 2.

In the following, we analyze the performance of these charts to monitor simultanecously the
mean p and the standard deviation ¢ of a normal process. When the process is in-control, we
assume g = po and o = 0g, and out-of-control we assume p = pg + oo, 6§ # 0 or o = Ooy,
0 > 1. We conclude again that all V.SI charts work much better than the corresponding F'SI
charts, but there is not a chart that performs better than the others for all magnitudes of shifts

_ M=o i L e
0 = =2 el 0 = 2, in p and o respectively.

Table 4 shows the 'ST chart that faster detects the occurred change, for some combinations
(6,0). We can see that the MS chart performs better than the others for many combinations
(6,0), specially if 0 is not very large. To detect large shifts in o, the M M chart performs better
to detect large increases in u, the M.S chart performs better to detect large decreases in p and
the X chart in the other cases. Table 5 shows the VST chart, respectively, that faster detects
the occurred change, for some combinations (6,0). Again, the MS chart performs better than
the others for many combinations (6, 6), specially if 0 is not very large. To detect large shifts in
o, the MM chart performs better to detect large increases in p and the X chart in the other

cases.

Increasing the order of dependence, we obtain smaller values AT'S(6,0), but similar results

for the type of chart we might choose, as we can see in tables 6 and 7.

0] 1 LA L2 L3 S S 2 2.5 3 3.5 1
o
-3 MS MS MS MS MS MS MS MS MS MS MS
-2.5 MS MS MS MS MS MS MS MS MS MS MS
-2 MS MS MS MS MS MS MS MS MS MS X
-1.5 MS MS MS MS MS MS MS MS X X X
-1 MS MS MS MS MS MS| X X X X X
-0.5 MS MS MS MS MS MS| X X X X X
0 X X X X X X X X X X X
0.5 MS MS MS MS MS MS| X X X X X
Il MS MS MS MS MS MS|(MM MM MM MM MM
1.5 MS MS MS MS MS MS|{MM MM MM MM MM
2 MS MS MS MS MS MS|(MM MM MM MM MM
2.5 MS MS MS MS MS MS|MM MM MM MM MM
3 MS MS MS MS MS MS|MM MM MM MM MM

Table 4: FSI chart with small ATS(6,0), in a 2-dependent structure

12




0 i eIl 152 L3 14 1.5 2 2.5 3 3.5 4
o
-3 MS MS MS MS MS MS X X X X X
-2.5 MS MS MS MS MS MS MS| X X X X
-2 MS MS MS MS MS MS MS X X X X
-1.5 MS MS MS MS MS MS MS X X X X
-1 MS MS MS MS MS MS X X X X X
-0.5 MS 5 [ MS X X X X X
0 X X X X X X X
0.5 MS MM| X X X X X
1 MS MM MM MM MM MM MM
1.5 MS MM MM MM MM MM MM
2 MS MM MM MM MM MM MM
2.5 MS MM MM MM MM MM MM
3 MS MM MM MM MM MM MM
Table 5: VSI chart with small ATS(6,0), in a 2-dependent structure
0 1 il 1.2 1.3 1.4 19 2 2.5 3 3.5 4
6
-3 MS MS MS MS MS MS MS MS MS MS MS
-2.3 MS MS MS MS MS MS MS MS MS X 58
-2 MS MS MS MS MS MS MS MS X X X
-1.5 MS MS MS MS MS MS MS X X X X
-1 MS MS MS MS MS MS MS X X X X
-0.5 MS MS MS MS MS MS MS X X X X
0 MS MS MS MS MS MS l X X X X o
0.5 MS MS MS MS MS MS MS X |MM MM MM
il MS MS MS MS MS MS |MM MM MM MM MM
1.5 MS MS MS MS MS MS|MM MM MM MM MM
2 MS MS MS MS MS l MM MM MM MM MM MM
2.5 MS MS l MM MM MM MM MM MM MM MM MM
3 MS MS MS MS MS MS | MM MM MM MM MM

Table 6: FSI chart with small ATS(6,0), in a 3-dependent structure

13




0 Il Ll 1.2 1.8 LAl 2 2.5 3 3.5 4
o

-3 MS MS MS MS MS MS MS MS MS MS MS
-2.5 MS MS MS MS MS MS MS MS MS MS MS

-2 MS MS MS MS MS MS MS MS X X X

-1.5 MS MS MS MS MS MS MS X X X X

-1 MS MS MS MS MS MS MS X X X X

-0.5 MS MS MS MS MS MS MS X X X X

MS MS MS MS MS MS X X X X X

0.5 MS MS MS MS MS |[MM| X X X X X
1 MS MS MS MS MS|MM MM MM MM MM MM
1.5 MS MS MS MS | MM MM MM MM MM MM MM
2 MS MS MS|MM MM MM MM MM MM MM MM
2.5 MM MM MM MM MM MM MM MM MM MM MM
3 MM MM MM MM MM MM MM MM MM MM MM

Table 7: VSI chart with small ATS(6,0), in a 3-dependent structure

4 Comparison of the charts in an exponential model

Suppose now that X represents a process quality variable exponentially distributed, with pdf
flz) = %e ~%,z >0, and we want to monitor the scale parameter § of the process. When the

process is in-control, we assume § = dp and out-of-control we assume 61 = 06y, with 0 #£ 1.

In table 8, we have the control and warning limits of the different charts, implemented to
detect shifts in the parameter §. Regardless of the value ¢ we want to monitor, the parameters

of the charts are determined considering 6p = 1, without loss of generality.

LCL UCL LWL UWL
X 0.001796¢9  8.4608560  0.4365080 1.915396¢
MM 0.0417560  7.8443360  0.8283850 2.334946¢
MM | 0.126186p 7.5560109  1.1037209 2.616978¢
MS 0.059726¢ 10.1783809 1.165606¢ 3.159230¢
Ms® 0.231876¢9 11.7876409 1.461808¢ 4.346050¢

Table 8: Control and warning limits

In table 9, we have the AT'S(0) for some magnitudes of the shift § = %é, which allows us to
compare the efficiency of the charts. This table shows that all V.ST charts work much better
than the corresponding F'ST charts. We also conclude that the M S chart performs better than
the others, with significant reductions in AT'S(0), and the X chart has the worst performance.

These conclusions are easily shown in figure 3.
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0 XFSI XVSI MM FSI MM VSI MS’FSI MS’VSI

0.1 56.4 7.0 11.2 L2l 10.5 il
0.3 168.1  87.3 66.8 2k 64.5 18.4
0.5 279.8 228.2 168.2 116.6 163.2 108.5
0.7 390.7 371.3 314.2 286.3 306.1 276.4
0.9 483.2 481.2 469.4 465.8 465.8 461.9
1 500.0  500.0 500.0 500.0 500.0 500.0
1.2 4244 419.3 386.9 378.6 367.9 359.5
1.4 273.9  263.7 220.0 205.3 189.9 176.4
1.6 1621 | 15110 122.9 108.0 991 86.5
1.8 992 89.2 74.1 61.1 57.6 47.2
2 64.8  56.2 48.5 37.5 3.1 28.5
3 16.6 124 12.7 7.5 9.9 5.9
4 8.3 5.5 62 S 5.1 2.6
b) 5.4 355 4.0 1o 34 1.6
6 4.1 2.4 3.0 1.2 2.6 i
i 3.3 1:9 24 0.9 2.1 0.9

Table 9: Average Time to Signal in a 2-dependent structure, ATS(A)

450.0
400,0

3500

300.0
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...... Chart MS2-VSlI

100,0

0.0 05 10 15 20 25 30 35
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Figure 3: Average Time to Signal in a 2-dependent structure, ATS(0)



0 MM’FSI MM’VSI MS’FSI MS’VSI

0.1 4.3 0.4 3.6 0.4
0.3 34.7 8.3 ST 9.1
0.5 113.5 69.4 105.5 51.9
0.7 263.0 231.8 247.8 207
0.9 458.2 453.4 450.1 443.5
1 500.0 500.0 500.0 500.0
152 363.3 352.7 327.8 315.8
14 193.5 175.8 148.9 132.3
1.6 195.6 88.4 73.8 59.7
1.8 63.3 48.5 42.3 S
2 414 29.1 271 152
3 10.6 2.2 72 34
4 5.0 1.9 Gl 15
5 3:1 1.0 24 0.7
6 2 0.7 1.9 0.4
7 1.8 0.5 1.6 0.2

Table 10: Average Time to Signal in a 3-dependent structure, ATS(A)

500,0
450,0
400,0

350,0

300,0

Chart MM3-FSI
------ Chart MM3-VS|
Chart MM2-FS|
------ Chart MM2-VS|
Chart MS2-FS|
------ Chart MS2-VSI|
= Chart MS3-FSI|
Chart MS3-VSI|

2500

2000

150,0

1000

2,0 25 30 35 40 45 50
Shift magnitude

Figure 4: Average Time to Signal in 2-dependent and 3-dependent structure, ATS(0)
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This table shows that all VST charts work much better than the corresponding I'ST charts.
We also conclude that the M.S chart performs better than the others, with significant reductions
in AT'S(0), and the X chart has the worst performance. These conclusions are easily shown in

figure 3.

Following, for the charts with best performance, MM and M S charts, we analyzed the effect
of increasing the order of dependence in the structure of these charts. Comparing the AT'S(6)
values shown in tables 9 and 10, we conclude that if we consider a 3-dependent structure instead

of a 2-dependent structure, we can reduce significantly the AT'S(6), as we show in figure 4.

5 Conclusions

Although the X chart is very easy to use, it is not always the best option to monitor a normal
process. Depending on the magnitude of the shift in x and/or o we want to detect, the MM or
the M S charts will be possible options. The same happens when the process is exponentially
distributed, that is, the MM or the MS charts will give better protection against possible
changes in the process relatively to the X chart. In both situations the V.SI charts work much
better than the corresponding FST charts. However, the M M? and MS? charts perform even
better than the MM? and MS? charts, respectively, and they are the elected ones, despite the

extra computational effort needed.
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