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Abstract

This paper considers linear dynamical systems subject to additive and bounded disturbances, and studies properties of their
forward reach, robust positively invariant (RPI) and the minimal RPI sets. The analysis is carried out for discrete–time (DT),
continuous–time (CT), and sampled–data (SD) systems from a unified perspective. In the DT and CT cases, we review key
existing results, while for the SD case novel results that reveal substantial structural differences to the DT and CT cases are
presented. In particular, the main topological and computational properties associated with the DT and CT forward reach
and RPI sets fail to be directly applicable to SD systems. In light of this, we introduce and develop topologically compatible
notions for the SD forward reach, RPI and mRPI sets. We address and enhance computational aspects associated with these
sets by complementing them with approximate, but guaranteed, and numerically more plausible notions.
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1 Introduction

To enable deployment of increasingly complex and au-
tonomous engineered systems, there is a rapidly growing
interest in techniques which can assure that the oper-
ation of the system is confined to a known safe region.
In particular, the study of reachability and invariance
for systems subject to disturbances has been receiving
much recent attention from the control community. Both
from the perspective of contemporary control theory and
from the perspective of practical applications, the signif-
icance of reachability and invariance analyses has been
well-understood. Indeed, reachability and invariance are
intimately linked with optimal control, set–membership
state estimation, safety verification, and control synthe-
sis under uncertainty. It has become a well–established
fact that the analysis of uncertain constrained dynamics
utilizing reachability and invariance enables one to guar-
antee a–priori relevant robustness properties such as ro-
bust constraint satisfaction, robust stability and conver-
gence and recursive robust feasibility. An overview of
these important research areas and main research topics
can be found in [1–7], see also references therein. The
previous studies on this subject have considered both

1 Corresponding author. E-mail address:
sasa.v.rakovic@tamu.edu. Tel.: +1 512 998 7693.

DT and CT models, e.g., see the books [4, 5], the pa-
pers [8–10] for the treatment of DT case, and [11] for the
treatment of CT case. Properties of the backward and
forward reach sets, such as monotonicity, compactness,
convexity, limiting behavior, have been instrumental to
characterize and to compute related RPI sets, in gen-
eral, and the maximal and minimal RPI sets, in partic-
ular. Some of the key results for DT and CT systems, in
particular, the ones more relevant to the minimal RPI
sets, are reviewed here from a unified perspective along
with a novel framework for the analysis of forward reach-
ability and robust positive invariance for sampled–data
(SD) systems.

Within the setting of SD systems, the control is up-
dated at discrete sampling instants while the evolution
between sampling instances is modeled by an ordinary
differential equation. This type of models is natural in
many applications, especially when the variables of the
plant evolve continuously in time yet the state measure-
ments are updated at discrete–time instants and the con-
trols are implemented, at the discrete–time instances,
by a digital microcontroller. The SD setting is particu-
larly important for constrained control problems, where
the avoidance of inter–sample safety constraint viola-
tions should be guaranteed. When these problems are
solved via discrete–time techniques, the state trajectory
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might “jump over” obstacles between two discrete–time
instants.

When considering SD systems, questions that arise are
whether some properties established for DT and CT sys-
tems are still valid in the SD setting; or whether studying
SD systems using approximate DT or CT models would
allow us to safely conclude forward reachability and ro-
bust positive invariance properties, in particular within
inter–sample intervals. We show here that, to a large ex-
tent, the answers to the previous questions are negative,
reinforcing the relevance of developing specific method-
ologies within the setting of SD systems. In particular,
the semi–group property as well as the preservation of
positive invariance and anti–invariance that are valid in
both the DT and CT cases, fail in the SD case. As a con-
sequence, the main instrument to characterize and also
compute the minimal RPI set in the DT and CT cases,
i.e., the result saying that this set can be obtained as
the unique fixed–point of a certain set dynamic equa-
tion [10], is no longer valid in the SD case. The analysis
also shows that in the SD case, not only we loose the
main instrument to compute the minimal RPI set, but
also that such a set may not even exist. For these reasons,
new notions of RPI and mRPI families of sets are first
developed and then rendered computationally more at-
tractive by introducing notions of RPI and mRPI pairs
of sets.

Paper Structure: Sections 2 and 3 collect key results
related to forward reachability and robust positive in-
variance in the DT and CT settings, respectively. Sec-
tion 4 addresses the SD setting and follows deliberately
a structure similar to the one of Sections 2 and 3 so as to
highlight similarities and differences between the related
results. A concluding discussion is delivered in Section 5.

Nomenclature and Definitions: The sets of nonneg-
ative integers and real numbers are denoted by Z≥0
and R≥0, respectively. Any given sampling period T ∈
R≥0, T > 0 induces sequences of sampling instances π
and sampling intervals θ both w.r.t. R≥0 specified via:

π := {tk}k∈Z≥0
and θ := {Tk}k∈Z≥0

, where ∀k ∈ Z≥0,
tk+1 := tk + T with t0 := 0 and Tk := [tk, tk+1).

The spectral radius and spectrum of a matrix M ∈
Rn×n are denoted by ρ(M) and σ(M), respectively. The
Minkowski sum of sets X ⊂ Rn and Y ⊂ Rn is given by

X ⊕ Y := {x+ y : x ∈ X , y ∈ Y}.

Given a set X and a real matrixM of compatible dimen-
sions the image of X under M is denoted by

MX := {Mx : x ∈ X}.

A set X ⊂ Rn is a C–set if it is compact, convex, and

contains the origin. A set X ⊂ Rn is a proper C–set if it
is a C–set and contains the origin in its interior.

Given any two compact sets X ⊂ Rn and Y ⊂ Rn, their
Hausdorff distance is defined by

HL(X ,Y) := min
α≥0
{α : X ⊆ Y ⊕ αL and Y ⊆ X ⊕ αL},

where L is a given symmetric proper C–set in Rn induc-
ing vector norm |x|L := minη{η : x ∈ ηL, η ≥ 0}.

For every τ in the real interval [0, t], let X (τ) be a sub-
set of Rn. The (set–valued) integral, a.k.a. the Aumann

integral [12–14],
∫ t
0
X (τ)dτ of the set–valued function

X (·) over the interval [0, t] is defined by:

∫ t

0

X (τ)dτ :=

{∫ t

0

x(τ)dτ : x (·) is an IS of X (·)
}
.

Here, an IS (integrable selector) means that x (·) is dτ–
integrable and that x(τ) ∈ X (τ) dτ–almost everywhere
in the interval [0, t]. When we refer to “all” or “each” τ
in [0, t] we will mean “almost all”.

Throughout this paper we work with nonempty sets,
fixed sampling time T ∈ R≥0, T > 0 and a fixed se-
quence of sampling instances π, unless stated otherwise.

2 The DT forward reach and minimal RPI sets

Consider linear dynamics described, for all k ∈ Z≥0, by:

x(tk+1) = ADx(tk) + EDw(tk) with

w(tk) ∈ WD, (2.1)

where, for any k ∈ Z≥0, x(tk) ∈ Rn and w(tk) ∈ Rp are,
respectively, the state and disturbance at time instance
tk, while the matrices AD ∈ Rn×n and ED ∈ Rn×p and
the set WD ⊂ Rp are known exactly.

Assumption 1 The matrix AD is strictly stable (i.e.,
ρ(AD) < 1). The matrix pair (AD, ED) is controllable.
The set WD is a proper C–set in Rp.

The solutions to (2.1) satisfy, for all k ∈ Z≥0, k > 0,

x(tk) = AkDx+

k−1∑
i=0

Ak−1−iD EDw(ti) with

x(t0) = x. (2.2)

The notions of the RPI and minimal RPI sets are recalled
next for the sake of completeness.
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Remark 1 A subset S of Rn is an RPI set for uncer-
tain linear dynamics (2.1) if and only if for all x ∈ S and
all w ∈ WD it holds that ADx+EDw ∈ S. A subset S of
Rn is the minimal RPI set for uncertain linear dynam-
ics (2.1) if and only if it is an RPI set and it is contained
in all other RPI sets for uncertain linear dynamics (2.1).

The effect of the additive, but bounded disturbances on
linear dynamics (2.1) is best understood by considering
related k–step reach sets RD(X , tk) generated by the
reach set mapRD (·, ·), which, in view of (2.2), is defined
for all subsets X of Rn and all k ∈ Z≥0, k > 0, by:

RD(X , tk) := AkDX ⊕
k−1⊕
i=0

AiDEDWD

with RD(X , t0) := X . (2.3)

The reach set map RD (·, ·) is a semi–group. Thus, for
any subset X of Rn and for all i ∈ Z≥0 and all j ∈ Z≥0,

RD(X , ti + tj) = RD(RD(X , ti), tj). (2.4)

The reach set map RD (·, ·) preserves both compactness
and convexity. In fact, if X is either a C– or a proper C–
set, the k–step reach setsRD(X , tk) are guaranteed to be
C–sets for all k and proper C–sets for all large enough k.
Furthermore, the reach set map RD (·, ·) is a monotone
function in the first argument for all tk, k ∈ Z≥0:

X ⊆ Y ⇒ RD(X , tk) ⊆ RD(Y, tk). (2.5)

Thus, the reach set map preserves both positive invari-
ance, i.e., for all k ∈ Z≥0,

RD(X , T ) ⊆ X ⇒ RD(X , tk+1) ⊆ RD(X , tk), (2.6)

and positive anti–invariance, i.e., for all k ∈ Z≥0,

X ⊆ RD(X , T )⇒ RD(X , tk) ⊆ RD(X , tk+1). (2.7)

Because of the semi–group property, the k–step reach
sets can be characterized by iterating 1–step reach set
map RD(·, T ) given, for all subsets X of Rn, by

RD(X , T ) := ADX ⊕ EDWD, (2.8)

and by considering induced linear set–dynamics speci-
fied, for all k ∈ Z≥0, by:

X (tk+1) = RD(X (tk), T ), or equivalently by

X (tk+1) = ADX (tk)⊕ EDWD, (2.9)

where, for any k ∈ Z≥0, X (tk) is the k–step reach set
from a given set X =: X (0).

Indeed, positive invariance, stability and convergence
properties of linear set–dynamics (2.9) reveal fundamen-
tal properties of the uncertain linear dynamics (2.1). For

example, a subset S of Rn is an RPI set (see (2.2)) for
uncertain linear dynamics (2.1) if and only if it is a pos-
itively invariant (PI) set for linear set–dynamics (2.9):

RD(S, T ) ⊆ S i.e., ADS ⊕ EDWD ⊆ S. (2.10)

More importantly, the fixed point set equation,

RD(S, T ) = S i.e., ADS ⊕ EDWD = S (2.11)

provides a necessary and sufficient condition for mini-
mality of RPI sets for uncertain linear dynamics (2.1).
The most important properties are summarized by:

Theorem 1 Suppose Assumption 1 holds. The unique
solution to the fixed point set equation (2.11) is a proper
C–set given explicitly by

XD∞ =

∞⊕
k=0

AkDEdWD. (2.12)

The set XD∞ is an exponentially stable attractor for lin-
ear set–dynamics (2.9) with the basin of attraction being
the entire space of the compact subsets in Rn.

It is an important fact that the unique solution to the
fixed point set equation (2.11), namely the set XD∞
of (2.12), is the DT minimal RPI set, i.e., it is the
minimal RPI set for uncertain linear dynamics (2.1).
Attractivity of the set XD∞ of (2.12) for linear set–
dynamics (2.9) asserts that any state trajectory gener-
ated by uncertain linear dynamics (2.1) converges ex-
ponentially fast to the set XD∞ of (2.12) and remains
confined therein.

3 The CT forward reach and minimal RPI sets

Consider linear dynamics described, for all t ∈ R≥0, by:

ẋ(t) = ACx(t) + ECw(t) with

w(t) ∈ WC , (3.1)

where, for any t ∈ R≥0, x(t) ∈ Rn is the value of the
state, ẋ(t) is the value of the time derivative of the state,
and w(t) ∈ Rp is the value of the disturbance at time t,
while the matrices AC ∈ Rn×n and EC ∈ Rn×p and the
set WC ⊂ Rp are known exactly.

Assumption 2 The matrix AC is strictly stable (i.e.,
σ(AC) lies in the interior of the left half of the complex
plane). The matrix pair (AC , EC) is controllable. The set
WC is a proper C–set in Rp.

For any δ ≥ 0, the admissible disturbance functionsw (·)
in (3.1) are Lebesgue measurable functions from time
interval [0, δ] to the setWC . Consequently, for any initial
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state x(0) = x, any time δ ≥ 0 and any admissible
disturbance function w (·) : [0, δ] → WC there is a
unique state trajectory satisfying (3.1). In particular, the
corresponding state trajectory satisfies, for all t ∈ [0, δ],

x(t) = etACx+

∫ t

0

e(t−τ)ACECw(τ)dτ, (3.2)

where the integral in (3.2) is a standard point–valued
(vector–valued) Lebesgue integral. Thus, in the CT set-
ting, the notions of the RPI and minimal RPI sets are
summarized via the following.

Remark 2 A subset S of Rn is an RPI set for uncertain
linear dynamics (3.1) if and only if for all x ∈ S, all δ ≥ 0
and all admissible disturbance function w (·) : [0, δ] →
WC , the related state trajectories, specified by (3.2), sat-
isfy, for all t ∈ [0, δ], x(t) ∈ S. A subset S of Rn is the
minimal RPI set for uncertain linear dynamics (3.1) if
and only if it is an RPI set and it is contained in all other
RPI sets for uncertain linear dynamics (3.1).

In this setting, the associated reach set map RC (·, ·) is
specified, for any subset X of Rn and any time t ≥ 0, by:

RC(X , t) = etACX ⊕
∫ t

0

eτACECWCdτ. (3.3)

The integral in (3.3) is the Aumann integral [12–
14]. Formally, for any t ≥ 0, the Aumann inte-

gral
∫ t
0
eτACECWCdτ is the set of all integrals∫ t

0
eτACECw(τ)dτ as w (·) varies across the set of the

Lebesgue measurable functions from time interval [0, t]
to the setWC . Hence, the reach set from X at any time
t ≥ 0,RC(X , t), is the set of all states x(t) given by (3.2)
that are solutions of (3.1) as the initial conditions x vary
within X and disturbance functions w (·) vary within
the class of admissible disturbance functions.

The CT reach set map RC (·, ·) also enjoys semi–group
property. Namely, for any subset X of Rn and for all
τ1 ∈ R≥0 and all τ2 ∈ R≥0, it holds that

RC(X , τ1 + τ2) = RC(RC(X , τ1), τ2). (3.4)

The reach set map RC (·, ·) is continuous in time (w.r.t.
Hausdorff distance) and it preserves both compactness
and convexity. As a matter of fact, in view of a funda-
mental result on convexity of set–valued integrals [12,
Theorem 1.], convexity of the reach set map RC (·, ·) is
guaranteed under mere convexity of X (i.e., convexity of
WC and/or ECWC is not required). If X is either a C–
or a proper C–set, the reach sets RC(X , t) are guaran-
teed to be C–sets for all t ∈ R≥0 and proper C–sets for
all large enough t ∈ R≥0. The reach set map RC (·, ·)

is also a monotone function in the first argument for all
t ∈ R≥0. In this sense, for all t ∈ R≥0,

X ⊆ Y ⇒ RC(X , t) ⊆ RC(Y, t). (3.5)

Consequently, the reach set map preserves both positive
invariance, i.e., for all δ > 0,

∀τ ∈ [0, δ], RC(X , τ) ⊆ X ⇒
∀t ≥ 0, ∀τ ∈ [0, δ], RC(X , t+ τ) ⊆ RC(X , t), (3.6)

and positive anti–invariance, i.e., for all δ > 0,

∀τ ∈ [0, δ], X ⊆ RC(X , τ)⇒
∀t ≥ 0, ∀τ ∈ [0, δ], RC(X , t) ⊆ RC(X , t+ τ). (3.7)

Because of the semi–group property (3.4), the reach sets
RC(X , t) can be constructed via basic period reach set
map RC(·, T ) given, for all subsets X of Rn, by

RC(X , T ) := eTAcX ⊕
∫ T

0

eτACECWCdτ, (3.8)

and by using, for all k ∈ Z≥0, the semi–group relations

∀t ∈ [0, T ], X (tk + t) = RC(X (tk), t), or, equivalently,

X (tk + t) = etAcX (tk)⊕
∫ t

0

eτACECWCdτ, (3.9)

where, for any t ≥ 0, X (t) is the reach set at time t from
a given set X =: X (0).

Remark 3 A minor rewriting of the relation (3.9) pro-
vides a direct link of the CT reach sets with both the DT
and SD variants. More precisely, the relation (3.9) sat-
isfies at the sampling instances, for all k ∈ Z≥0,

X (tk+1) = RC(X (tk), T ), or equivalently

X (tk+1) = eTAcX (tk)⊕
∫ T

0

eτACECWCdτ, (3.10)

and in the interior of the intervals Tk, for all t ∈ (0, T )

X (tk + t) = RC(X (tk), t), or equivalently

X (tk + t) = etAcX (tk)⊕
∫ t

0

eτACECWCdτ. (3.11)

As in the DT case, positive invariance, stability and con-
vergence properties of the reach set operator (3.3) are
directly related to fundamental properties of the uncer-
tain linear dynamics (3.1). In this sense, a subset S of
Rn is an RPI set for uncertain linear dynamics (3.1) (as
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described below relation (3.2)) if and only if it is PI un-
der reach set operator (3.3):

∀t ∈ R≥0, RC(S, t) ⊆ S i.e.,

∀t ∈ R≥0, etACS ⊕
∫ t

0

eτACECWCdτ ⊆ S. (3.12)

Due to semi–group property (3.4) of the reach set op-
erator RC (·, ·), the above positive invariance conditions
need only be verified over an arbitrarily small, but posi-
tive measure, time interval [0, δ] (e.g., [0, T ]). In the CT
case, the fixed point functional set equation

∀t ∈ R≥0, RC(S, t) = S i.e.,

∀t ∈ R≥0, etACS ⊕
∫ t

0

eτACECWCdτ = S. (3.13)

provides a necessary and sufficient condition for mini-
mality of RPI sets for uncertain linear dynamics (3.1).
The most important properties are summarized by:

Theorem 2 Suppose Assumption 2 holds. The unique
solution to the fixed point functional set equation (3.13)
is a proper C–set given explicitly by

XC∞ =

∫ ∞
0

eτACECWCdτ. (3.14)

The set XC∞ is an exponentially stable attractor for set–
dynamics whose trajectories (3.9) are generated by the
reach set map RC (·, ·) of (3.3) with the basin of attrac-
tion being the entire space of the compact subsets in Rn.

The Aumann integral in (3.14) is the limit, w.r.t. Haus-
dorff distance as t → ∞, of the Aumann integrals∫ t
0
eτACECWCdτ .

Similarly to the DT setting, the unique solution to the
fixed point functional set equation (3.13), namely the set
XC∞ of (3.14) is the CT minimal RPI set, i.e., it is the
minimal RPI set for uncertain linear dynamics (3.1). At-
tractivity of the set XC∞ of (3.14) asserts that any state
trajectory generated by uncertain linear dynamics (3.1)
converges exponentially fast to the set XC∞ of (3.14)
and remains confined therein.

In light of Remark 2 and the semi–group property of the
CT reach set RC (·, ·), an intuitive connection between
the forms of the DT and CT mRPI sets is as follows.

Corollary 1 Suppose Assumption 2 holds. Then

XC∞ =

∞⊕
k=0

(
ekTAC

∫ T

0

eτACECWCdτ

)
. (3.15)

4 The SD reach and minimal RPI sets

4.1 Basic Setting

Consider a linear system described, for all t ∈ R≥0, by:

ẋ(t) = Ax(t) +Bu(t) + Ew(t) with

w(t) ∈ WS , (4.1)

where, for any time t ∈ R≥0, x(t) ∈ Rn, u(t) ∈ Rm
and w(t) ∈ Rp denote, respectively, state, control and
disturbance values, while ẋ(t) denotes the value of the
state derivative with respect to time, while the matrices
A ∈ Rn×n, B ∈ Rn×m, E ∈ Rn×p and the set WS ⊂ Rp
are known exactly. The linear system (4.1) is controlled
via SD linear state feedback so that

∀k ∈ Z≥0, ∀t ∈ Tk, u(t) := Kx(tk), (4.2)

whereK ∈ Rm×n is a given control gain matrix. We note
that the SD feedback at each time t is not a function of
the state at instant t, rather it is a function of the state
at the last sampling instant tk.

For any k ∈ Z≥0, within the setting of SD system
and control, the admissible disturbance functions w (·)
in (4.1) are, like the controls u (·), piecewise constant
right continuous functions from time interval [0, tk] to
the set WS so that

∀k ∈ Z≥0, ∀t ∈ Tk, w(t) := w(tk) ∈ WS , (4.3)

i.e., maps w (·) are constant in sampling intervals Tk and
right continuous at sampling instants tk for all k ∈ Z≥0.
Such a class of disturbances captures adequately the ac-
tuation errors as well as noise related errors in SD mea-
surements in (4.2) and it also represents a reasonably
rich model for other and more general types of uncer-
tainty. This important class of disturbances allows for a
natural and relatively simple analysis of forward reacha-
bility and robust positive invariance as shown next. Nev-
ertheless, the larger class of Lebesgue measurable dis-
turbances could be considered instead; see Section 4.6.

To define SD solutions, let, for any t ∈ [0, T ],

Ad(t) := etA, Bd(t) :=

(∫ t

0

eτAdτ

)
B and

Ed(t) :=

(∫ t

0

eτAdτ

)
E, (4.4)

where the related integrals are the standard matrix–
valued integrals, and let also, for any t ∈ [0, T ],

AS(t) := Ad(t) +Bd(t)K and ES(t) := Ed(t) and

AD := AS(T ) and ED := ES(T ). (4.5)
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Assumption 3 The sampling period T is such that the
matrix pair (Ad(T ), Bd(T )) is controllable. The control
matrixK is such that the matrixAD is strictly stable (i.e.,
ρ(AD) < 1) and the matrix pair (AD, ED) is controllable.
The set WS is a proper C–set in Rp.

In view of (4.1)–(4.3), the SD solutions coincide with the
DT solutions (2.2) at the sampling instances tk so that,
for all k ∈ Z≥0, k > 0,

x(tk) = AkDx+

k−1∑
i=0

Ak−1−iD EDw(ti) with

x(t0) = x. (4.6)

During sampling intervals Tk, k ∈ Z≥0, the SD solutions
satisfy, for all k ∈ Z≥0 and all t ∈ T0, the property that

x(tk + t) = AS(t)x(tk) + ES(t)w(tk). (4.7)

4.2 The SD Reach Set Map

In light of relations (4.6) and (4.7), the SD reach set
mapRS (·, ·) takes a form identical to the one associated
with the discrete–time reach setRD (·, ·) at the sampling
instances tk, so that for all subsets X in Rn and all k ∈
Z≥0, k > 0,

RS(X , tk) := AkDX ⊕
k−1⊕
i=0

AiDEDWS

with RS(X , t0) := X . (4.8)

During sampling intervals Tk, k ∈ Z≥0, the SD reach set
mapRS (·, ·) satisfies for all subsets X in Rn, all k ∈ Z≥0
and all t ∈ T0,

RS(X , tk + t) = AS(t)RS(X , tk)⊕ ES(t)WS . (4.9)

Evidently, the reach set map RS (·, ·) in the SD setting
exhibits a more complicated topological behaviour than
its DT and CT analogues RD (·, ·) and RC (·, ·). The
main ramification of this fact is reflected in a rather
convoluted limiting behaviour.

The SD reach set map RS (·, ·) is continuous in time
(w.r.t. Hausdorff distance) and it preserves both com-
pactness and convexity. In addition, if X is either a C–
or a proper C–set, the SD reach sets RS(X , tk) at sam-
pling instances tk are guaranteed to be C–sets for all k
and proper C–sets for all large enough k. In this case,
the sampled data reach sets RS(X , t) in sampling in-
tervals Tk, k ∈ Z≥0 are only guaranteed to be C–sets.
Without additional requirements, the sets RS(X , t) can
not be a–priori guaranteed to be proper C–sets for all
t ∈ Tk no matter how large k is taken.

To illustrate phenomena arising when studying other
relevant properties of the SD reach setRS (·, ·) we utilize
the following example throughout this section.

Example (Setting) We employ an instance of the SD
system (4.1) for which

A = 2π

(
1 0

0 −1

)
, B = E =

(
1

1

)
and WS = [−1, 1].

The related exact discretization yields, for all t ∈ R≥0,

Ad(t) =

(
cos(2π t) sin(2π t)

− sin(2π t) cos(2π t)

)
and

Bd(t) = Ed(t) =

√
2

2π

− cos
(
π (8 t+1)

4

)
+ 1

sin
(
π (8 t+1)

4

)
− 1

 .

The sampling period is T = 0.25s. The linear feedback K
is a deadbeat controller for (Ad(T ), Bd(T )). In this set-
ting,AD has all of its eigenvalues equal to 0 and (AD, ED)
is controllable. Furthermore,AkD = 0 for k ∈ Z≥0, k ≥ 2.

In view of the SD nature of control feedback, the SD
reach set map RS (·, ·) fails, in general, to be a semi–
group. More precisely, the DT semi–group property
given, for all subsets X of Rn, all i ∈ Z≥0 and all
j ∈ Z≥0, by

RS(X , ti + tj) = RS(RS(X , ti), tj), (4.10)

is guaranteed to hold. However, the CT semi–group
property specified analogously to (3.4), and required to
be true for all subsets X of Rn, and all τ1 ∈ R≥0 and all
τ2 ∈ R≥0, is not guaranteed to hold. That is, without
additional structure and further conditions, we might
have

RS(X , τ1 + τ2) 6= RS(RS(X , τ1), τ2). (4.11)

Example (Semi–group Property) The first illus-
trative part of the example demonstrates the lack of
generic semi–group property. In particular, Figure 1
depicts, in dark color, the forward reach sets RS({0}, t)
for t ∈ [0, T ]. For each t ∈ [0, T ], these sets are
lower–dimensional and, in fact, simply rotated 1–D
intervals in the underlying 2–D state space (and the
origin at time 0). The figure also shows the forward
reach sets RS({0}, t) and RS(RS({0}, T/2), t) for
t ∈ [0, T/2]. The former sets RS({0}, t), t ∈ [0, T/2]
are, as above, depicted in dark color, while the latter sets
RS(RS({0}, T/2), t) for t ∈ [0, T/2] are shown using
transparent and lighter gray–scale shading. The latter
sets are 2–D polytopes with 4 vertices for each time t in
(0, T/2] and, thus, for all times t ∈ (0, T/2], we have
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Fig. 1. Reach Sets RS({0}, t) and RS(RS({0}, T/2), t).

that RS({0}, T/2 + t) 6= RS(RS({0}, T/2), t) illustrat-
ing the asserted lack of generic semi–group property of
the SD reach set map RS (·, ·).

The SD reach set map RS (·, ·) remains monotone in
the first argument for all t ∈ R≥0. In this sense, for all
t ∈ R≥0,

X ⊆ Y ⇒ RS(X , t) ⊆ RS(Y, t). (4.12)

However, in the absence of the generic semi–group prop-
erty, and despite the monotonicity in the first argu-
ment, the SD reach set map RS (·, ·) is not guaranteed
to preserve either positive invariance or positive anti–
invariance. More precisely, the DT positive invariance
related implication

RS(X , T ) ⊆ X ⇒
∀k ∈ Z≥0, RS(X , tk+1) ⊆ RS(X , tk) (4.13)

is guaranteed to hold. However, the CT positive in-
variance related implication, for δ ∈ (0, T ], is not guar-
anteed to hold. That is, generically,

∀τ ∈ [0, δ], RS(X , τ) ⊆ X 6⇒
∀t ≥ 0, ∀τ ∈ [0, δ], RS(X , t+ τ) ⊆ RS(X , t) (4.14)

Likewise, the DT positive anti–invariance related impli-
cation

X ⊆ RS(X , T )⇒
∀k ∈ Z≥0, RS(X , tk) ⊆ RS(X , tk+1) (4.15)

is guaranteed to hold, while the CT positive anti–
invariance related implication, for δ ∈ (0, T ], is not
guaranteed to hold. That is, generically,

∀τ ∈ [0, δ], X ⊆ RS(X , τ) 6⇒
∀t ≥ 0, ∀τ ∈ [0, δ], RS(X , t) ⊆ RS(X , t+ τ) (4.16)

Example (Anti–invariance Property) This part of
the example illustrates that the SD reach set mapRS (·, ·)
does not preserve invariance and anti–invariance proper-
ties. In particular, the set {0} is contained in the forward

Fig. 2. Forward Reach Sets RS({0}, t).

reach sets RS({0}, t) for all times t ∈ [0, T/2]. The for-
ward reach sets RS({0}, t), for each t ∈ [0, T ] are all 1–
D intervals and depicted using light gray–scale shading.
As illustrated in Figure 2, these intervals, correspond-
ing to the mentioned forward reach sets, have different
lengths and are differently rotated for each time t ∈ [0, T ].
Thus, for all times t in the interval (0, T/2], we have
RS({0}, t) 6⊆ RS({0}, T/2 + t) demonstrating, in turn,
that the anti–invariance property has not been preserved.

In light of (4.8) and (4.9), the related SD reach sets
satisfy, for all k ∈ Z≥0,

∀t ∈ [0, T ], X (tk + t) = RS(X (tk), t), or equivalently

X (tk + t) = AS(t)X (tk)⊕ ES(t)WS . (4.17)

Remark 4 A minor rearrangement of (4.17) reveals
that the related SD reach sets satisfy at the sampling in-
stances tk, for all k ∈ Z≥0,

X (tk+1) = RS(X (tk), T ), or equivalently

X (tk+1) = ADX (tk)⊕ EDWS , (4.18)

and in the interior of the intervals Tk, for all t ∈ (0, T ),

X (tk + t) = RS(X (tk), t), or equivalently

X (tk + t) = AS(t)X (tk)⊕ ES(t)WS . (4.19)

4.3 The SD Robust Positive Invariance

We have intentionally deferred discussing both RPI and
minimal RPI sets in the SD setting. The main reason
was to acquire necessary insights about the behaviour
of the SD reach set map RS (·, ·) so that the adequate
notions or RPI and minimal RPI sets can be introduced
and discussed. In this sense, our previous analysis shows
that the SD reach set mapRS (·, ·) inherits (at sampling
instances) properties of the DT reach set map RD (·, ·),
while it might fail to inherit (in sampling intervals) prop-
erties of the CT reach set map RC (·, ·). In terms of SD
RPI properties of the sets, the implication is that a de-
mand for a subset S of Rn to be RPI in DT sense (i.e.,
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RPI at the sampling instances):

∀x ∈ S, ∀w ∈ WS , ADx+ EDw ∈ S,
i.e., RS(S, T ) ⊆ S (4.20)

is natural and is, in fact, a minimal requirement to be
imposed. However, the implication is also that a condi-
tion for a subset S of Rn to be RPI in CT sense (i.e., RPI
at the sampling instances and in the sampling intervals):

∀x ∈ S, ∀w ∈ WS , ∀t ∈ [0, T ], AS(t)x+ ES(t)w ∈ S,
i.e., ∀t ∈ [0, T ], RS(S, t) ⊆ S (4.21)

is not natural and is, in fact, an overly conservative re-
quirement. Consequently, a natural notion of SD RPI
should guarantee DT RPI and it should relax CT RPI
but also facilitate it if it is attainable. Clearly, it is not
possible to guarantee such a flexibility with utilization
of a single set S. Instead, similarly as it is done for set
invariance under output feedback in [6], we introduce a
generalized, and, in fact, relaxed, notion of RPI based
on the utilization of a suitable family of sets.

Definition 1 A family of sets

S := {S(t) : t ∈ [0, T ]}, (4.22)

where, for every t ∈ [0, T ], S(t) is a subset of Rn, is
an RPI family of sets for uncertain SD linear dynamics,
specified via (4.1)–(4.3), if and only if

∀x ∈ S(0), ∀w ∈ WS , ∀t ∈ [0, T ],

AS(t)x+ ES(t)w ∈ S(t) and S(T ) ⊆ S(0). (4.23)

Strictly speaking, the notion of RPI, as introduced in the
above definition, is entirely compatible with the topo-
logical nature of the SD reach set map RS (·, ·), and it
is, in fact, equivalent to weak PI of the collection of sets
S w.r.t. SD reach set map RS (·, ·):

∀t ∈ [0, T ], RS(S(0), t) ⊆ S(t) and

S(T ) ⊆ S(0). (4.24)

Remark 5 Clearly, if there exists a subset S in Rn that
verifies relations (4.20) and (4.21) (i.e., both DT and CT
RPI) the related collection of sets S satisfying (4.23) can
be constructed by setting, for all t ∈ [0, T ], S(t) := S.
Furthermore, a suitable family of sets S satisfying (4.23)
can be constructed easily given a subset S in Rn that
verifies only relation (4.20) (i.e., only DT RPI). To this
end, it suffices to put, for all t ∈ [0, T ],

S(t) := RS(S, t), or equivalently,

S(t) := AS(t)S ⊕ ES(t)WS . (4.25)

We note that such a family of sets is as easy to detect
and work with as usual DT RPI sets, namely its members

S(t), t ∈ [0, T ] (and hence family itself) are implicitly
characterized by sets S and WS as specified in (4.25).

4.4 Minimality of SD RPI Sets

We focus now on the corresponding limiting behaviour
and an adequate notion of the minimality of RPI sets in
SD setting. By Theorem 1, the set

XS∞ :=

∞⊕
k=0

AkDEDWS (4.26)

is a proper C–set in Rn and the unique solution to
the fixed point set equation (2.11) for SD setting, i.e.,
RS(S, T ) = S or equivalently ADS ⊕ EDWS = S. Fur-
thermore, for any compact subset S in Rn, the related
sequence of the SD reach sets RS(S, tk) at sampling in-
stances tk, k ≥ 0 converges to XS∞ exponentially fast
w.r.t. Hausdorff distance. In fact, the set XS∞ is the
unique set that satisfies, for all k ∈ Z≥0,

RS(XS∞, tk+1) = ADRS(XS∞, tk)⊕ EDWS

= RS(XS∞, tk) = XS∞. (4.27)

The compactness of XS∞ and the continuity of the reach
set RS (·, ·) in time w.r.t. Hausdorff distance guarantee
that the SD reach set RS (·, ·) remains bounded and,
hence, it preserves compactness in its limiting behavior.
In particular, during sampling intervals Tk, we have, for
all t ∈ [0, T ),

RS(XS∞, tk + t) = AS(t)RS(XS∞, tk)⊕ ES(t)WS

= AS(t)XS∞ ⊕ ES(t)WS . (4.28)

Consequently, for any fixed t ∈ [0, T ), and any compact
subset S of Rn, the SD reach setRS(S, tk+ t) converges
to AS(t)XS∞ ⊕ ES(t)WS exponentially fast w.r.t. the
Hausdorff distance (as k and, hence, tk go to infinity).

Example (Attractivity Property) This part of the
example illustrates the above discussed attractivity prop-
erties. The forward reach setsRS({0}, t), t ∈ [0, 5T ] (the

Fig. 3. Forward Reach Sets RS({0}, t).

corresponding forward reach tube over the time interval

8



[0, 5T ]), are plotted in Figure 3. using different levels of
gray–scale shading (the darker color indicates the larger
time t). In this case, the convergence occurs in 2 sam-
pling periods since A2

D = 0. As evident by inspection of
the figure, the forward reach setsRS({0}, t), t ∈ [2T, 5T ]
exhibit periodic limiting behavior, as expected in light of
the above discussion and relations (4.25)–(4.27).

In view of above analysis, let, for all t ∈ [0, T ],

XS∞(t) := AS(t)XS∞ ⊕ ES(t)WS , (4.29)

and define a compact collection of C–sets in Rn

XS∞ := {XS∞(t) : t ∈ [0, T ]}. (4.30)

The following result follows immediately from Tho-
erem 1 and above constructions, and it sets a basis for a
suitably notion of the minimality of RPI sets in SD case.

Proposition 1 Suppose Assumption 3 holds. Let S =
{S(t) : t ∈ [0, T ]} be any RPI family of sets for uncer-
tain SD linear dynamics. Consider also the family of sets
XS∞ = {XS∞(t) : t ∈ [0, T ]} given by (4.30). Then,
XS∞ is an RPI family of sets for uncertain SD linear
dynamics and, furthermore,

∀t ∈ [0, T ], XS∞(t) ⊆ S(t). (4.31)

The above proposition justifies the following natural,
“pointwise–in–time–over–the–sampling–interval”, no-
tion of minimal family of RPI sets within the setting of
uncertain SD dynamics.

Definition 2 A family of sets

S∞ := {S∞(t) : t ∈ [0, T ]}, (4.32)

where, for every t ∈ [0, T ], S∞(t) is a subset of Rn, is
the minimal RPI family of sets for uncertain SD linear
dynamics if and only if S∞ is an RPI family of sets for
uncertain SD linear dynamics and, for any RPI family
S = {S(t) : t ∈ [0, T ]} of sets for uncertain SD linear
dynamics, it holds that

∀t ∈ [0, T ], S∞(t) ⊆ S(t). (4.33)

Example (Minimality Property) This part of the
example illustrates the minimal RPI family XS∞ and
its related invariance properties. The forward reach
sets RS(XS∞ , t), t ∈ [0, 5T ] are, as in the previous
part of the example, plotted in Figure 4. using differ-
ent levels of gray–scale shading. The forward reach sets
RS(XS∞ , t), t ∈ [0, 5T ] exhibit periodic behavior and
never leave the minimal RPI family XS∞. This behavior
is expected in view of our analysis.

Fig. 4. Minimal RPI Family XS∞.

Theorem 1, Proposition 1 and the analysis preceding it
verify a conclusion that the minimal RPI family of sets
for uncertain SD linear dynamics is unique and well–
defined. In view of (4.25), the minimal family of RPI sets
for uncertain SD linear dynamics is entirely determined
by the set S defined by fixed point set equation

RS(S, T ) = S i.e., ADS ⊕ EDWS = S. (4.34)

Indeed, once the unique solution to (4.34) is identified,
it suffices to use (4.25) and put, for all t ∈ [0, T ], S(t) =
RS(S, t) = AS(t)S ⊕ ESWS . This construction verifies
the uniqueness and minimality of the family of sets XS∞
specified by (4.30) as summarized by:

Theorem 3 Suppose Assumption 3 holds. Then:

(i) The unique solution to the fixed point set equa-
tion (4.34) is a proper C–set given explicitly by (4.26).

(ii) The family of sets XS∞ specified by (4.30) is an
exponentially stable weak upper–attractor 2 for set–
dynamics whose trajectories (4.17) are generated by
the reach set map RS (·, ·) of (4.8) and (4.9) with
the basin of attraction being the entire space of the
compact subsets in Rn.

(iii) The family of sets XS∞ is the minimal RPI family
of sets, as specified in Definition 2, for uncertain SD
linear dynamics given via (4.1)–(4.3).

Remark 6 We close this section by pointing out that,
under monotonicity of the reach set map RS (·, ·) in the
second argument, i.e., for all subsets S in Rn, all τ1 ∈

2 The notion of an exponentially stable upper–attractor
means that the forward reach sets RS(X , t) exhibit stable
behavior and upper–converge w.r.t. Hausdorff distance to
the family of sets XS∞ as t→∞ for all compact subsets X
of Rn, i.e., the function d(X , t) := minY{HL(Y,RS(X , t)) :
Y ∈ XS∞}, defined for all compact subsets X of Rn and all
times t ∈ R≥0, vanishes as t → ∞ for all compact subsets
X of Rn. The notion is weak since the SD reach set is not a
semi–group so that only RS(XS∞(0), t) ∈ XS∞ for all t ≥ 0
is guaranteed in light of the generalized characterization of
the family attractor as specified via (4.26)–(4.30).
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R≥0 and all τ2 ∈ R≥0,

τ1 ≤ τ2 ⇒ RS(S, τ1) ⊆ RS(S, τ2), (4.35)

the sets XS∞(t), t ∈ [0, T ] are identical and equal to the
set XS∞ of (4.26) so that the family of sets XS∞ can
be reduced to a singleton set XS∞ that also becomes a
strong attractor (instead of a weak upper–attractor) for
the related set–dynamics of the SD reach sets.

4.5 Simpler, Approximate and Guaranteed, Notions

A simpler, approximate and guaranteed, robust positive
invariance notions can be obtained by combing the safety
over the sampling period and robust positive invariance
at the sampling instances. More specifically, it is possible
to employ a pair of sets (I,O) and invoke the following
set of conditions:

∀t ∈ [0, T ], RS(I, t) ⊆ O and RS(I, T ) ⊆ I. (4.36)

This construction is captured by the following “uniform–
over–the–sampling–interval” notion.

Definition 3 A pair of sets (I,O), where I and O are
subsets of Rn, is a safe RPI pair of sets for uncertain SD
linear dynamics, specified via (4.1)–(4.3), if and only if

∀x ∈ I, ∀w ∈ WS , ∀t ∈ [0, T ],

AS(t)x+ ES(t)w ∈ O and ADx+ EDw ∈ I. (4.37)

Clearly, the “uniform–over–the–sampling–interval”
RPI notion is less flexible than “pointwise–in–time–
over–the–sampling–interval” RPI notion. It is worth
pointing out that it is possible to transition from one
notion to the other. In particular, given a family of RPI
sets S := {S : t ∈ [0, T ]} satisfying Definition 1, a
corresponding safe RPI pair of sets (I,O) satisfying
Definition 3 can be obtained by simply setting:

I := S(0) and O :=
⋃

t∈[0,T ]

S(t). (4.38)

Note that any set O such that
⋃
t∈[0,T ] S(t) ⊆ O can be

also employed. This transition is generally less “loose”
than the transition from a safe RPI pair of sets (I,O)
satisfying Definition 3 to a family of RPI sets S := {S :
t ∈ [0, T ]} satisfying Definition 1 via

S(0) = S(T ) := I and ∀t ∈ (0, T ), S(t) := O. (4.39)

The “uniform–over–the–sampling–interval” notion of
minimal safe RPI pairs of sets within the setting of
uncertain SD dynamics is as follows.

Definition 4 A pair of sets (I∞,O∞), where I∞ and
O∞ are subsets of Rn, is the minimal safe RPI pair of sets
for uncertain SD linear dynamics if and only if (I∞,O∞)
is a safe RPI pair of sets for uncertain SD linear dynam-
ics and, for any other safe RPI pair of sets (I,O) for
uncertain SD linear dynamics, it holds that:

I∞ ⊆ I and O∞ ⊆ O. (4.40)

The existence and uniqueness of the minimal safe RPI
pair of sets follows as an immediate consequence of
Proposition 1, Theorem 3 and Definition 4.

Corollary 2 Suppose Assumption 3 holds and let

I∞ := XS∞(0) = XS∞ and

O∞ :=
⋃

t∈[0,T ]

XS∞(t) =
⋃

t∈[0,T ]

(AS(t)XS∞ ⊕ ES(t)WS) .

The pair of sets (I∞,O∞) is the unique minimal safe RPI
pair of sets (I∞,O∞) for uncertain SD linear dynamics.

Example (Minimality of the safe RPI pairs) The
DT minimal RPI set XS∞ = ADWS ⊕ WS is a poly-
tope with 4 vertices and it is the corresponding set I∞
(plotted in white in Figure 5.), while the set O∞ is
simply the Euclidean norm ball whose radius is equal
to the norm of the vertices of the DT minimal RPI set
XS∞ . These sets are obtained by using Corollary 2. As
expected in light of our analysis, the forward reach sets
RS(XS∞ , t), t ∈ [0, 5T ] starting from I∞ = XS∞ re-
main within the minimal RPI family XS∞ are contained
in the set O∞ for all times as illustrated in the figure.
Namely, the forward reach sets RS(XS∞ , t), t ∈ [0, 5T ]
are contained in the cylinder O∞ × [0, 5T ] (shown using
a very light gray–scale shading); The related inclusion is
satisfied at each corresponding time instance.

Fig. 5. Minimal Safe RPI Pair (I∞,O∞).

4.6 Lebesgue Measurable Disturbances for SD Systems

The introduced notions apply to the case of Lebesgue
measurable disturbances acting upon the SD system
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controlled with sampled data control feedback. The
developed frameworks, properties and notions apply
directly with relatively minor changes necessary to ac-
count for allowing a richer class of disturbance to affect
the SD systems. In particular, the solutions have to
be integrated with such an assumption in mind and
the remaining analysis needs to be modified. Thus, the
time–varying SD disturbance sets Es(t)WS should be

replaced with WL(t) :=
∫ t
0
eτAEWSdτ for all t ∈ [0, T ]

(and throughout all time intervals Tk, k ∈ Z≥0). The
latter time–varying disturbance sets WL(t), t ∈ [0, T ]
are obtained by Aumann integration and they account
exactly for the presence of Lebesgue measurable distur-
bances. The remaining changes are relatively direct and
dominantly notational ones and thus, are not elaborated
on in more details in this article.

5 Closing Discussion

We have revisited forward reachability and robust pos-
itive invariance analyses for DT and CT problems in
order to develop novel techniques for studying forward
reachability and robust positive invariance of SD sys-
tems. We summarized key exisiting results regarding for-
ward reach, RPI and minimal RPI sets for the DT and
CT cases and developed new results for the SD case
that revealed substantial structural differences to the
DT and CT cases. In particular, we introduced topolog-
ically compatible notions for the SD forward reach, RPI
and minimal RPI sets and we addressed and enhanced
computational aspects associated with these notions by
complementing them with approximate, but guaranteed,
and numerically more plausible notions.

The results developed here in the SD setting are rele-
vant in constrained control schemes that use CT plant
models, which in fact overall are SD systems, including
(sampled-data) model predictive control [15,16] and ref-
erence governors [17]. Additionally, the reported results
also provide, currently unavailable, mathematical foun-
dations for developing topologically appropriate frame-
works for the analysis and computation of the backward
reach and the maximal RPI sets for SD systems. These
important research questions are currently under inves-
tigation and the findings will be reported elsewhere.
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