Rheumatic Fever Characterization Based on indicators extracted from Echocardiograms exams

Luiz Paulo M. Pires
Computer Science Masters Data Mining Specialization
Faculty of Science, University of Porto
2018

Supervisor
Miguel Tavares Coimbra
Todas as correções determinadas pelo júri, e só essas, foram efetuadas. O Presidente do Júri,

Porto, _____/_____/_________
Acknowledgements

I would like to thank my supervisor Prof. Miguel Coimbra for accepting to supervise my thesis, providing time and expertise and pushing me to new territories. It was a challenging experience, but very rewarding. I would like to thank Malik Sultan for his technical advice, general guidance and friendship during this entire process.

None of this would be possible without my wife. Her support, patience through every step was instrumental to allow me to get to this point. She was also a great reviewer giving me nice pointers and suggestions. I’m also thankful for my family for providing me with moral support for my Master studies and my life in general.

I would also like to thank the Instituto de Telecomunicações - IT for providing me with the dataset used in this thesis, allowing me to do the necessary research with it.
Abstract

Rheumatic heart disease is the serious consequence of repeated episodes of acute rheumatic fever. It is the major cause of heart valve damage resulting in morbidity and mortality. Its early detection is considered vital to control the disease’s progression. The key manifestations that are visible in the early stages of this disease are changes in the thickness, shape and mobility of the mitral valve leaflets. Echocardiography based screening is sensitive enough to identify these changes in early stages of the disease.

In this thesis, an automatic approach is proposed to measure, quantify and analyse the thickness of the anterior mitral leaflet, in an echocardiographic video. The shape of the anterior mitral leaflet is simplified via morphological skeletonization and spline modelling to get the central line of the leaflet. To analyse the overall thickness from the tip to its base, the anterior mitral leaflet is divided into four quartiles. In each quartile the thickness is measured as the length of the line segment resulting from the intersection of the contour with the normal direction of the central point of each quartile. Finally, the thickness is analysed by measuring the variance per quartile, divided by leaflet position (open, straight and closed). The comparison between the normal and pathological leaflets are also presented, exhibiting statistical significant differences in all quartiles, especially near the tip of the leaflet.

An automatic approach for pathology classification based on motion patterns anterior mitral leaflet, as observed in an echocardiographic video, is also proposed. The motion points are extracted from the morphological skeleton of the anterior mitral leaflet and motion velocity and directionality is observed. This data is processed with the Discrete Fourier Transform, and used by several types of classifiers to perform the pathology classification. Finally the classifiers results are analysed and compared, presenting the best classifier results and motion features that were most distinguishable.
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### Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>AML</td>
<td>Anterior Mitral Leaflet.</td>
</tr>
<tr>
<td>ARF</td>
<td>Acute Rheumatic Fever.</td>
</tr>
<tr>
<td>ASE</td>
<td>American Society of Echocardiography.</td>
</tr>
<tr>
<td>DFT</td>
<td>Discrete Fourier Transform.</td>
</tr>
<tr>
<td>DTW</td>
<td>Dynamic Time Warping.</td>
</tr>
<tr>
<td>DWT</td>
<td>Discrete Wavelet Transform.</td>
</tr>
<tr>
<td>FFT</td>
<td>Fast Fourier Transform.</td>
</tr>
<tr>
<td>FPR</td>
<td>False Positive Rate.</td>
</tr>
<tr>
<td>HAND</td>
<td>Handheld Echocardiography.</td>
</tr>
<tr>
<td>k-NN</td>
<td>k-Nearest Neighbor.</td>
</tr>
<tr>
<td>LCSCA</td>
<td>Least-squares Cubic Spline Curves Approximation.</td>
</tr>
<tr>
<td>PCA</td>
<td>Principal Components Analysis.</td>
</tr>
<tr>
<td>PLAX</td>
<td>Parasternal long-axis.</td>
</tr>
<tr>
<td>RHD</td>
<td>Rheumatic Heart Disease.</td>
</tr>
<tr>
<td>SMID</td>
<td>Single Instruction Multiple Data.</td>
</tr>
<tr>
<td>SMOTE</td>
<td>Synthetic Minority Over-Sampling Technique.</td>
</tr>
<tr>
<td>SRC</td>
<td>Sparse Representation Classification.</td>
</tr>
<tr>
<td>SSE</td>
<td>Squared Standard Error.</td>
</tr>
<tr>
<td>STAND</td>
<td>Standard Portable Echocardiography.</td>
</tr>
<tr>
<td>SVM</td>
<td>Support Vector Machine.</td>
</tr>
<tr>
<td>TPR</td>
<td>True Positive Rate.</td>
</tr>
<tr>
<td>WHF</td>
<td>World Heart Federation.</td>
</tr>
<tr>
<td>WHO</td>
<td>World Health Organization.</td>
</tr>
</tbody>
</table>
Chapter 1

Introduction

1.1 Motivation

Rheumatic Heart Disease (RHD) is the serious consequence of repeated episodes of Acute Rheumatic Fever (ARF), an autoimmune reaction of a group A streptococcal infection [1]. It is estimated that 60% of all ARF cases will develop RHD. RHD is the major cause of heart valve damage and causes over 200,000 deaths per year [2].

This disease starts manifesting at a young age, and it is estimated that over 400,000 annual cases in children (ages 5-14) in less developed countries, while little over 22,000 annual cases in more developed countries [2]. These numbers show how this disease’s burden is mostly shouldered by less developed countries.

Early detection enables prevention of the progression of the disease using penicillin based prophylactics injections [3], for a period of up to 10 years [2].

Figure 1.1: Most affected regions by RHD - Source: World Health Organization (WHO)
Technological advances made available echocardiography, providing an alternative to the stethoscope, while requiring less experience by the physician to perform the screening and being more sensitive [4] and also being noninvasive [3]. Further advancements reduced the costs of this technology and increased its portability, making it more suitable for less developed countries, with lower financial means.

Unfortunately the decrease in cases on more developed countries has led to a reduction in the research effort for this disease [5]. The current prophylactic treatment is based on findings of studies made in the United States of America in the 1950s. This shows the lack of specific medical research on this disease’s treatment.

Although medical research on the treatment of RHD has dwindled, advancements on the fields of computer vision and machine learning have been progressing and providing help with the diagnosis, even as echocardiogram image analysis proves to be a complex challenge, due to the high amount of speckle noise and missing information between frames, making it particularly challenging to segment and track features [6].

The current guidelines defined by the World Heart Federation (WHF) aim to define the minimum echocardiographic criteria to perform the RHD diagnosis [3]. They provide metrics for pathological aortic and mitral regurgitation, mitral leaflet thickness chordal thickness and leaflet motion. As new literature is made available, providing data that can challenge these guidelines [7], suggest new criteria [8] or indicate limitations [9], a deeper analysis of these guidelines should be performed in order to improve it and in doing so, help physicians perform the RHD diagnosis with greater accuracy.

The mitral valve is one of the heart’s four valves and is composed of the Anterior Mitral Leaflet (AML) and the Posterior Mitral Leaflet (PML). They are attached to the anterolateral and posteromedial muscles of the left ventricle, by small tendons know as chordae tendineae. As measurement of the PML has a lower interobserver agreement [3], segmentation and measurement efforts focus on the AML.

1.2 Objectives

The main objective of this Master Thesis is to research and develop novel computer vision algorithms that can extract relevant clinical information from an AML’s shape and motion patterns. Obtaining these algorithms requires understanding of the AML’s behaviour and physiology done by using a previously provided dataset of echocardiograms, building statistical models of AML shape and motion, and adequate experimental validation of algorithmic performance.

By pursuing this technical objective, new data can be provided which can help diagnosticians and lower the technical and experience requirements that are currently necessary for medical professionals to perform screening of the patients. This can be potentially useful for less developed countries as they tend to suffer from a lack of qualified physicians, especially
in remote locations.

1.3 Contributions

During this work, a set of contributions were proposed in order to achieve the defined objectives. A brief description of these follows:

- Defined a stable, reproducible thickness extraction algorithm for the AML. A novel approach was proposed using a combination of skeletonization and spline modelling to achieve this.

- Validated the current WHF guidelines for ARF assessment, as well as other articles inputs, using the proposed thickness extraction technique. New conclusions were also established.

- Created an algorithm that analyses the AML’s motion patterns.

1.4 Thesis Structure

This thesis is organized as follow:

- Chapter 2 focuses on the current medical protocols and guidelines for screening RHD, as well as providing background information on echocardiophy, which is the primary tool currently used for screening RHD.

- Chapter 3 discusses the state of the art on automatic echocardiogram analysis, as well as motion analysis.

- Chapter 4 thoroughly explains the proposed automatic thickness profile extraction algorithm and discusses the statistical data it generates based on the provided echocardiogram dataset.

- Chapter 5 is dedicated to the proposed motion analysis algorithm, as well as the classification algorithms used and the overall archived results.

- Chapter 6 draws the overall conclusion of the thesis.
Chapter 2

Screening Rheumatic Heart Disease

On this chapter the Echocardiogram is described in further detailed as the algorithms proposed in this thesis are based on a dataset of echocardiograms, requiring a deeper understanding of this technology. The current echocardiogram-based screening protocols are also described, providing the information as to what features to observe in order to detect a pathological case.

2.1 Echocardiogram

An echocardiogram is a medical imaging technique that is based on emitting high frequency sound waves (>20,000 Hz) and using the reflection of these waves to produce images of the heart. Higher frequencies improve resolution of these images at the cost of decreased tissue penetration.

The produced images can be 2D or 3D. By using the Doppler Effect (more specifically the phase shift), information of direction and velocity of the blood flow can be calculated and demonstrated visually, usually by mean of colour hues.

Developments of the echocardiogram technology have increased its portability from the original Standard Portable Echocardiography (STAND) to Handheld Echocardiography (HAND) and the newest Ultra-Portable Machines, which are basically a handheld ultrasound scanner and a tablet, such as the Philips Lumify line of products. This was also followed by a drastic reduction of costs, reducing the expense on the purchase of these devices. This size reduction can initially lead to a lower resolution, which might make them unsuitable for RHD screening, but as the technology evolves, resolution improves as well.

There are 28 two-dimensional views that can be extracted from the heart using the echocardiogram equipment, although the following six, as depicted on Figure 2.1, are the most commonly used:

1. Aortic Valve – Short Axis

1Philips Lumify – https://www.lumify.philips.com/web/
2. Apical Four Chamber
3. Apical Two Chamber
4. Left Parasternal - Long Axis
5. Left Ventricle – Short Axis
6. Subcostal

These two-dimensional views are used to detect abnormalities in shape and / or structure of the heart, as they are formed by an ultrasound arc of a cross-section of the heart.

The M-Mode uses a different approach, by pulsating a narrow beam of ultrasound through a simple point in the heart, which produces an image like Figure 2.2, that provides temporal and spatial information used the for assessment of valve motion, ventricular function, wall thickness and other temporal or spatial information analysis.

The Doppler ultrasound uses the Doppler effect to measure direction and velocity [11] of the blood, by analysing the frequency or phase shift of the moving cells in its interaction with the ultrasound waves. Colours are usually used to represent the velocity measurements. Figure 2.3 demonstrates an example of a Colour Flow Doppler of a patient with severe tricuspid regurgitation.

Three-Dimensional echocardiogram is a more recent development of the ultrasound technology, made possible by advancements on computer and transducer technologies. Using fully sampled matrix-array transducers alongside with modern hardware and software enables the production of three-dimensional ultrasound images. There are, currently, two methods used to produce these images: real-time and electrocardiographically triggered [12]. Real-time suffers from poor temporal and spatial resolution, while electrocardiographically triggered images suffer from artefacts produced by irregular motion. Figure 2.4 demonstrates the produced three-dimensional images of three different planes.

While the echocardiogram is a non-invasive technology that provides physicians with important information about the patient’s heart condition, it also has significant flaws such as image quality and speckle noise. These aspects can lead to misdiagnoses. Expertise and experience are fundamental to reduce these errors, as these images are extremely sensitive to the operator’s skill, which must be able to obtain the right view for each specific patient.

2.2 Screening Protocols

RHD screening protocols have evolved in the last 10 years, being initially developed based on best available evidence, until the release of the WHF guidelines [3] in 2012, which were formulated based on the work of 21 investigators, from six different continents, to formulate evidence-based guidelines, enabling rapid identification of RHD patients who had no previous history of ARF.
Figure 2.1: Most common Echocardiograms – (Adapted from Yale Echo Atlas)
These guidelines were important to define a minimum criteria for the analysis of echocardiograms, helping the physician to perform the diagnosis. The echocardiogram evidence should be analysed considering various factors, such as the patient’s geographic location, ethnicity,
living condition, as well as other clinical factors.

The following items are considered most relevant, according to the WHF guidelines, when analysing echocardiograms:

- Mitral Valve Regurgitation
- Anterior Valve Regurgitation
- Mitral Valve Thickness
- Chordal Thickness
- Leaflet Motion

While the difference in the behaviour of these features in normal and pathological situations is well described in the WHF Guidelines [3], other articles indicate that some criteria could be improved to reduce inter and intra observer differences. One article in particular found that there were no significant statistical differences in the measurement of the leaflet whether at the tip or the midpoint [7], a result affected by a lack of clearly defined metrics or points of measurement of the leaflet, when analysing the leaflet’s thickness.
These measurement issues, image quality problems of echocardiograms, and external variables such as location, living conditions, etc, indicate the complexity of RHD diagnosis. The experience and expertise of the physician performing it are critical. But in less developed countries, with sparse resources, this proves to be another obstacle in reducing the burden of this disease.

The evolution of the electrocardiogram has also shown the need for verification and updates on these guidelines. With the appearance of HAND, new studies were performed to validate and adapt the WHF guidelines, which were established with STAND, to these news devices [9] [13], as they had a lower frame rate, lack of a continuous-wave Doppler and had 1 mm measurement increments, which made adaptations to the WHF Guidelines necessary. making then more suitable for screening and not a final diagnosis, at the described hardware generation.

The lower cost and increase portability of these HAND devices, allowed an increase in echocardiogram screenings on less developed countries, although at the described hardware generation, HAND devices were more suitable for screening than to perform the final diagnosis. As new products are being developed, such as the mentioned ultra-portable devices, continuous validation and updates are required on the WHF guidelines, as well as further improvements to reduce the complexity and error of the RHD diagnosis.

2.3 Discussion

Echocardiogram is a powerful medical imaging technique, providing various views of the heart as well as other modes that provide information on the blood flow, wall thickness and various temporal and spatial data, enabling physicians to perform a thorough exam on the patient in a non-invasive manner and perform diagnosis for several types of heart conditions, including RHD. As the technology evolves it becomes an even more powerful tool.

As echocardiograms started to be more utilized for RHD diagnosis, different approaches on how to perform such diagnosis were published. In order to uniformize this, in 2012 the WHF developed a set of evidence-based guidelines, providing adequate guidance to physicians. However, since these guidelines were published, new technologies have been made available which can help improve the methods on how physicians can perform RHD diagnosis, as well as complement the WHF guidelines.
Chapter 3

State-of-the-Art

3.1 Introduction

State of the art approaches to automatic measurement and motion analysis were searched on scholar databases such as PubMed, Web of Science and Scopus. Multiple queries were used with multiple terms such as “automatic thickness measurement”, “automatic motion classification” and other similar terms.

While a direct reference for automatic measurement and analysis of the thickness of the AML was not found in the current literature, other automatic measurement approaches were analysed, providing hints and ideas to the work presented in this thesis.

3.2 Thickness analysis of the AML

N. Subramanian et. al. [14], in 2010, proposed a method for automatic interventricular septum thickness measurement, an important indicator of cardiac hypertrophy. Similar to other measurements on 2D echocardiogram images, it also suffers from a large inter and intra observer variability, which can lead to misdiagnosis. The initial segmentation of the septum was performed over a search space of two smooth 1D profiles, representing the top and bottom of the septum. The use of these two profiles enables the search for the 1D functions, while constraining the width of the septum and reducing computational costs. The segmentation process presumes a constant image intensity at the boundaries and uses Gaussian statistics to split the regions above and below the profiles, obtaining more accurate results as it adjusts the energy over the space of the 1D functions. Figure 3.1 provides the visual cues of this approach.

After the segmentation of the septum, a detection of the tip of the AML is performed by using a motion map over several frame, accounting for the large displacements that can occur due to missing data and identifying candidate locations. These candidate locations are then grouped using the K-means clustering algorithm, and the cluster centres are used as the AML’s tip for the measurement procedure that follows.
The American Society of Echocardiography (ASE) manual regarding septum thickness measurement protocol specifies that the measurement should be made by drawing an orthogonal line between the centre of the septum through the AML’s tip. To mimic this behaviour, the proposed algorithm calculates the medial axis by dividing the septum in X amounts of regions, where ten is the recommended value, and fitting lines through these segments by linear regression. Orthogonal lines between these line segments and the AML’s tip are calculated. The line with the shortest Euclidean distance from the intersecting point of line segment and the AML’s tip is used to measure the septum thickness, considering the distance between the point where the line intersects with the septum segmentation mask and the AML’s tip. Figure 3.2 exhibits this method’s results.

This methodology used B-mode parasternal long axis recordings of 57 patients, with an average of 3 cardiac cycles per video. The automated results were compared to the manual measurements of two cardiologists. They run results in near real-time and were able to archive results of 89% and 82% match to the manual data, considering a 2mm tolerance.

While these results are interesting, the dataset is poorly discussed, so the image quality of the overall dataset is unknown, and it uses algorithms that can yield vastly different results on different images such as the K-means used in the AML’s tip detection. The K parameter
is not discussed, and the medial axis calculation that uses X segments, which depending on their shape and orientation create instability when trying to determine the resulting orthogonal line. The accepted tolerance for this case is far superior to the tolerance of the AML’s thickness measurement, where 2mm is already considered a thickened valve, making this method too imprecise for any practical usefulness.

Dhutia et. al. [15], in 2017, developed a method to perform automatic measurements on cardiac function by tissue Doppler, an echocardiograph technique that allows the physician to assess the left ventricular systolic function and the diastolic function. As manual measurements are time-consuming, tedious and error-prone, an automatic approach allows for the physician to focus on acquiring more Doppler beats, instead of spending time and energy measuring them. The proposed algorithm performs Otsu thresholding and a Butterworth low-pass filter on the acquired Doppler beats to improve the signal and remove noise. It then proceeds to obtain the highest intensity pixel of each column, entitled middle of the envelop, and the outer edge, with is the point with the sharpest drop in intensity, from the middle of the envelop to the outer region. Figure 3.3 illustrates this process.

The produced velocity curves were then smoothed with a Savitzky–Golay least-squares filter. Autocorrelation was then used to estimate the length of the cardiac cycles, information used to delimit the minimum distance between peaks, preventing from noise being classified as peak velocities. The resulting peaks were then classified as systolic and diastolic. The final measurement calculation was done from the middle of the envelop.

The results were based on a dataset composed of data acquired from 48 patients, 30 males, 18 females, with a mean age of 64 years, with 30 seconds of data recorded per patient, later compared to the manual annotation of three experts. The proposed algorithm was as similar to the experts, as they were from each other, but with the advantage of being highly reproducible since it doesn’t suffer from intra observer variability, which represented a standard deviation of 0.71 cm/s in this dataset, demonstrating how sensitive this data is to interpretation.

The proposed method used a well-defined dataset and performed precise statistical analysis. The threshold and filtering approach makes it computationally inexpensive, but less robust to stronger noise that can occur on ultrasound images. An approach using active contours like Sultan et. al. [16] would potentially be more robust.

3.3 Motion analysis of the AML

Motion analysis of the AML is a challenging subject due to several factors: velocity of the AML’s motion, speckle noise that deforms the AML’s shape, large displacements and probe orientation, all of which can interfere with the overall result. Physicians try to overcome these limitations by obtaining more samples of the patient’s AML motion by prolonging the examination and also by reviewing the recorded video.

Different approaches of motion analysis and classification were investigated. Ahmadi et.
al. [17], in 2015, proposed a motion analysis framework to classify athlete’s training activities and detect potential injuries.

The athlete’s data was collected by use of a variety of wearable sensors equipped with accelerometers and gyroscopes, while the athletes were performing their physical training. The proposed framework then proceeds to perform activity classification. The data was first manually segmented and annotated, using three second windows, followed by Discrete Wavelet Transform (DWT) to extract discriminative features from the accelerator data. Using the classical training / testing dataset separation, four classifiers algorithms were analysed: Random Forest, Naive Bayes, k Nearest Neighbours and Multilayer Perceptron. The Random Forest was very computationally efficient and provided the best classification, together with the use of DWT. The classifiers were evaluated with a 10-fold cross-validation leave one out method, suit-
able for the small dataset used. The Random Forest was able to archive a 98.3% classification accuracy.

The following step was to obtain more data of orientation and estimate joint rotation, to better analyse the motion patterns normal and injured behaviour. The orientation was extracted by a proposed algorithm, which used a gradient descent optimization to archive its results. It claimed to Kalman like results but being computationally less expensive. The joint rotation was estimated using a technique by Roetenberg et. al. [18].

The extracted data was stored in waveform, and the overall mean was obtained through an iteration update process called Procrustes method over the Squared Standard Error (SSE). The waveforms were compared using analysis of the charactering phase and statistical analysis was performed, which was able to observe significantly different data in certain parts of the activity cycle.

Although the dataset used for evaluation was very small, consisting of only nine normal subjects and one injured one, the use of DWT for feature extraction for motion data is shown to have interesting potential, as it produced a small subset of discriminating features, making it an effective and computationally efficient method.

Chen et. al. [19], in 2018, proposed a new method for classification of vessel motion pattern, in order to automatically detect anomalous and dangerous vessel movements, which can be used for accident prevention by maritime authorities.

One of the main challenges with analysing vessel motion is the amount of data to process, the lack of complete labelling and missing/incomplete data on the vessels motion. For this type of problem, the author used a Sparse Representation Classification (SRC) method, a novel classification technique, which has shown good results even with incomplete training data, making it suitable for the studied dataset.

Using the SRC method presents a challenge in that at its core it’s a L0-minimization problem, which is a NP-Hard problem [20], requiring approximation and heuristics methods to make the classification computationally feasible. In this case, many studies have changed the L0-minimization into a L1-minimization or used convex optimization solvers, enabling a polynomial solution to the problem.

To solve the SRC problem in this vessel motion data, the author proposed a new method, the Matching Pursuit – Fletcher Reeves, which is adequate for non-convex problem.

Prior to the classification, a motion profile dictionary is built, splicing the motion trajectories into fixed-length objects. For this purpose, the Least-squares Cubic Spline Curves Approximation (LCSCA) technique was used to simplify the motion trajectories curves, with the b-spline controls points being used to represent shape and space-temporal profiles. Figure 3.4 demonstrates this study’s framework.

The study compared the results of six different classifiers, Support Vector Machine (SVM), k-Nearest Neighbor (k-NN), SRC with l1 normalization, SRC with l2 normalization and SRC with Matching Pursuit – Fletcher Reeves normalization. The proposed method presented the
best results in terms of accuracy and True Positive Rate (TPR) and False Positive Rate (FPR).

The added complexity of the proposed method yielded a small gain of 3% over a simpler generic k-NN method, and the algorithm was formulated for this specific problem, making it a more domain specific solution. In this case, considering the volume of data and interest in the solution for monitoring and other purposes, justifies the development of such a specialized solution.

![Figure 3.4: Chen’s proposed framework (Adapted from [19])](image)

### 3.4 Discussion

The mentioned studies all contain interesting proposals in the fields of automatic measuring and motion analysis. The presented concepts influenced on the development of the proposed methods, such as how N. Subramanian et. al. used orthogonal lines. Ahmadi et. al. wavelets usage to extract features which were then used for statistical classification, served as a conceptual starting point for the proposed motion analysis method, that while not using wavelets, used a mathematical competitor to it, to extract features for classification.

Dhutia et. al. lead to ideas on how to extract information about the cardiac cycle, to improve the motion analysis. While this approach could not be used on the used dataset, as it lacked the
Doppler beats data, the proposed motion analysis method if used together with this extracted data, could lead to significant improvements in overall results.

Chen et. al. proposal to use LCSCA technique to simplify motion was evaluated to be used on the motion analysis method, but the motion data extracted from the dataset was not considered to need another step of simplification. The prosed use of SRC was demonstrated to yield small gains for the added complexity, so it was not used.
Chapter 4

Thickness Profile Extraction

4.1 Introduction

The WHF guidelines criteria defines the valve thickening as a level 2++ evidence [3], identifying it as a very important characteristic for diagnosis of RHD. An AML’s tip 3mm cut-off criteria for school-age children has been recommended, as the peak incidence of acute rheumatic fever is at the age of 5 to 15 years old [21].

This criteria is for measurements done during the diastolic phase, in the parasternal long-axis (PLAX) view [3]. This is due to the fact that in the diastolic phase the AML is open, avoiding merging with other regions like the chordae tendineae or the posterior mitral valve leaflet, which can interfere with the measurement.

Manual Thickness measurement has issues as it’s a process very prone to inter and intra observer variability due to the low image quality of two-dimensional echocardiogram, with poorly defined edges, and lack of properly specified measurement locations. The WHF guidelines [3] only indicate a thickness threshold at the tip, but no precise indication of how this measurement should be made, leaving this to a physician’s highly variable interpretation.

Given the importance of AML thickness as a clinical decision factor of RHD diagnosis, and the typical subjectivity and difficulty of manual measurements, this chapter aims to propose an objective methodology to automatically obtain the thickness profile of the AML, based on its previously segmented contour.

4.2 Materials

An initiative from the Real Hospital Português, in Recife, Brazil led to the screening of 1203 children and pregnant women, searching for cardiac pathologies. Data was collected using different ultrasound devices (Vivid i model by GE healthcare and CX50 model by Philips), with a wide range of transducers, frequency and scanning depths. Depending on the equipment and depth, the spatial resolution ranged between 0.115 to 0.384 mm. Forty of these exams
were manually annotated by doctors using the OsiriX software and were used to extract the thickness profiles studied in this thesis.

The annotated dataset contains eight pathological cases and thirty-two normal cases. These forty videos include a total of 3825 frames with dimensions of 422 X 636 pixels and all videos are of the Parasternal long-axis (PLAX) view. Framerate ranged from 30 frames per sec to 120 frames per sec. On average each video consists of two or three seconds of content. The videos also contained metadata from the exam, such as resolution, frame rate, etc.

The rotation of the probe, resolution and frame rate used in this dataset varied by a large margin, so any algorithm used to analyse the data had to be robust against these conditions.

This proposed method has been implemented using C++17 on a portable computer (Quad-Core Intel i7-3630QM processor, 2.4 GHZ, 16 GB RAM) in a Windows 10 and Linux environment. The data analysis and graph plotting were done in R 3.4.3.

4.3 Framework

A framework was defined to measure and analyse the thickness of the AML, as shown on Figure 4.1.

![Figure 4.1: The Thickness Profile Extraction Framework](image)

The annotation of the AML contour used, was manually done by doctors, allowing it to avoid the contamination of errors originated by automatic segmentation algorithms, and thus enabling it to confirm if the thickness is indeed an important feature to identify early RHD cases.

After reading the manually annotated data, the shape of the AML is simplified by a skeletonization process, followed by spline modelling and by the division of this line into four quartiles. The position of the leaflet is also estimated (open, straight, closed) in order to better understand what the best position is to measure the thickness profile. The final step is the thorough analysis of the data to define proper recommendations based on the statistical evidence.
4.3.1 Skeletonization

As the AML’s shape is complex and uneven, making it difficult to establish reproducible landmarks, a skeletonization process was first applied to this shape.

Several algorithms were considered for this step. The more traditional Open and Close morphological operations, while computationally very efficient failed to produce anatomically correct results. Thinning techniques used for applications of pattern recognition of hand writing proved to yield interesting results, as the AML’s shape is quite similar to uneven strokes, possibly motivating and justifying its interesting mapping from an alphanumeric skeletonization scenario to a physiological structure one, as exemplified in Figure 4.2.

![Figure 4.2: A) Skeletonization of Chinese character B) Skeletonization of the anterior mital leaflet](image)

The first algorithm analysed was the Zhang-Suen thinning algorithm [22], proposed in 1984. The proposed algorithm presumes that the input data is a binary image matrix, and that each pixel is surrounded by eight pixels in a 3 X 3 matrix, which means it cannot be used on the image’s corners. Figure 4.3 demonstrates the 3 X 3 matrix mapping around the point (i, j), used by the algorithm.

<table>
<thead>
<tr>
<th>P₀</th>
<th>P₂</th>
<th>P₃</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i - 1,j - 1)</td>
<td>(i - 1,j)</td>
<td>(i - 1,j + 1)</td>
</tr>
<tr>
<td>P₆</td>
<td>P₄</td>
<td></td>
</tr>
<tr>
<td>(i,j - 1)</td>
<td>(i,j + 1)</td>
<td></td>
</tr>
<tr>
<td>P₇</td>
<td>P₆</td>
<td></td>
</tr>
<tr>
<td>(i + 1,j - 1)</td>
<td>(i + 1,j)</td>
<td></td>
</tr>
<tr>
<td>P₅</td>
<td></td>
<td></td>
</tr>
<tr>
<td>(i + 1,j + 1)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

![Figure 4.3: Zhang-Suen Neighbor Pixels Mapping](image)

The algorithm does two iterations. On the first iteration, the point P₁ is deleted if it satisfies all of the following conditions:

a. The number of non-zero neighbours is between two and six

b. Number of 01 patterns if equal to 1, as exemplified in Figure 4.4
On the second iteration, condition \(a\) and \(b\) remain the same, while conditions \(c\) and \(d\) change into the following:

\[
c \quad P_2 \ast P_4 \ast P_6 = 0 \\
d \quad P_4 \ast P_6 \ast P_8 = 0
\]

The first iteration only removes the south-east points that should not belong to the skeleton, while the second iteration removes the north-west points, all while preserving the endpoints. This process is repeated until there are no more points left to remove.

The algorithm obtained excellent results, compared to the traditional morphological operations, in maintaining connectivity and shape representations of the AML, while being computationally inexpensive. The two-iteration system allows for easy parallelization, enabling an even greater speedup on modern multi-core CPUs.

A variation by Zhang-Wang \([23]\) was also tested, but yielded no meaning differences to the Zhang-Suen algorithm \([22]\) in terms of results and performance, while requiring a larger border.
due to the 4 X 4 matrix used. More recent thinning algorithms were also explored, such as
KMM [24] and in particular an improved version of it called K3M [25].

K3M also works using a 3X3 matrix for each binary pixel. It however performs a set of six
sequential iterations, repeated until it matches the condition to perform a last 1-pixel thinning
step.

The K3M uses lookup arrays to decide which pixels to remove. The iterations behaviour is
the following:

1. Mark the border pixels to be analysed
2. Deletes the border pixels that have 3 neighbours
3. Deletes the border pixels that have 3 or 4 neighbours
4. Deletes the border pixels that have 3, 4 or 5 neighbours
5. Deletes the border pixels that have 3, 4, 5 or 6 neighbours
6. Deletes the border pixels that have 3, 4, 5, 6 or 7 neighbours
7. Unmark the border pixels left
8. If any pixel was modified in this iteration, return to step 0.
9. Deletes the border pixels matching the final 1-pixel width lookup array

This process is defined in more detail in Figure 4.5.

The last step was defined by the authors based on multiple experiments to obtain the most
versatile lookup array.

The K3M algorithm sequential nature makes it non-trivial to parallelize, requiring the split-
ting of the scan area into multiple windows, forcing us to deal with the windows edge’s race
condition. Using mutexes, semaphores or atomic variables could potentially overcome these
limitations, but as K3M quality gains over the Zhang-Suen algorithm were marginal for the
AML’s skeletonization and its simple single core computational cost was higher, the Zhang-
Suen algorithm was selected, as it provided excellent results while being computationally very
efficient, enabling real-time usage.

4.3.2 Spline Modelling

Due to the uneven shape of the AML, the previous skeletonization process can produce
branches that would normally require trimming to produce a smoother skeleton. The produced
skeleton also still exhibits important sudden variations in its first derivative, making the calcu-
lation of its normal an unstable process, quite sensitive to the exact choice of the point of the
line intersected by this normal. The calculation of the normal is necessary for the thickness measurement of the AML, so its stability is critical to produce stable and reproducible results.

Cubic interpolation is a mature [26] and widely used solution for interpolation and smoothing image data. It behaves well numerically producing smooth curves and as the lowest polynomial that supports inflection it's very computationally efficient. Since splines are piecewise, not depending on a single formula/function, several types are available. To define the appropriate one, the following requirements were set:

- Continuous – Smooth without breaks or jumps on the function. Important as the skeleton cannot have any breaks. The first derivative of the function should also be continuous, as sharp directional changes are undesirable for skeleton's shape.
- Interpolated points must pass through the defined control points.
- Low computational cost

Catmull-Rom Spline [27] didn’t meet the first requirement, and the B-Spline (Basis Spline) [28] failed to meet the second. Natural Spline [29] met all requirements, and possesses an
additional characteristic: lack of local control, meaning that the shift of one control point, would cause a change in the entire spline. In practical tests this proved to be a desirable feature as the end result was stable and had a higher fidelity to the original skeleton’s shape.

To define which control points to use when calculating the spline, the pixels of the skeleton where first sorted using Quicksort [30], which provides good performance and low memory consumption, according to their X and Y positions. This is done by using the X position as the primary comparison for sorting and the Y position as a secondary comparison for when the comparing pixels possess the same X position. This adaptation allows the algorithm to sort using both axis in only one pass. On this sorted pixel list, five evenly spaced points were selected, ranging from the extremities of both ends of the AML, thus forming four equally sized sections henceforth referred to as quartiles labelled Tip, Mid – 1, Mid – 2 and Tail.

These selected points were then used as the controls points of the Natural Spline [29], forming a smooth, stable and branch free skeleton. Figure 4.6 illustrates this process.

4.3.3 Thickness Measurements

The spline modelling, which replaced the original skeleton, represents a simplified central line of the AML. The AML’s shape is defined by the boundaries of the binary mask, obtained by using an edge detection algorithm [31] on the binary annotated data.

Using the mid-point of each of the spline’s quartiles, as defined on the previous section, the associated normal is calculated, creating intersection points between the central line and the AML’s shape contour. The distance between these intersection points corresponds to the thickness measurement for each quartile, which is converted from pixels to millimetres based on spatial resolution parameters obtained from the metadata present in the video files. Figure 4.7 demonstrates the final result.

4.3.4 Position Detection

As the information about the AML’s position in each frame (open, straight, closed) was not provided in the manual annotation of the dataset, a simple automatic classifier was built to compute this information, providing a rough initial classification that was later validated and corrected by an expert.

This simple classifier algorithm compares the angle between a perpendicular line through the tail point and a line passing from the tail point through the tip point. The classifier uses the following rules:

- If the angle is greater than 170° and less than 190° - Position Straight
- If the angle is less than 170° - Position Open
- If the angle is greater than 190° - Position Closed
The classifier also calculates a confidence level for the classification based on the distance from the angle threshold, as well the mean and variance of the Y value of the spline control points. This extra information is used by the expert to filter which automatic classifications are more likely wrong, speeding up the manual review process.

### 4.4 Results

The dataset was processed with the developed framework, providing data, which was the used to profile the AML's thickness. This statistical data allowed for verification and validation of the WHF guidelines [3] as well as new observations.
4.4.1 Average Thickness by Quartile

Figure 4.8 uses a box plot to depict the analysis of the thickness profile for each quartile of the whole dataset. It shows the general distribution of the AML’s thickness. The median thickness of the quartiles was found to be the following:

- Tip – 2.8 mm
- Mid – 1 – 2.0 mm
- Mid – 2 – 2.2 mm
- Tail – 3.1 mm

This demonstrates that the Tip and Tail are on average thicker than the Mid – 1 and Mid – 2. The p-values between all the quartiles measurements were less than 0.05, indicating a statistical difference, establishing that the measurements were taken in adequate locations for thickness profiling. The data demonstrated by the Box Plot provides information of the thickness distribution per quartile, providing guidelines to the overall shape of the leaflet and how it changes from Tip to Tail.

4.4.2 Normal Versus Pathological Thickness Profiles

Following the recommendation of the WHF guidelines [3], a statistical analysis was performed to verify if the Tip is thicker in pathological cases than in normal ones. For completeness, it was also analyzed how the Mid – 1, Mid – 2 and Tail thickness vary between normal and pathological cases. Figure 4.9 clearly shows how the thickness correlates with the
pathology. In pathological cases the thickness of the whole leaflet is significantly larger when compared with normal cases. The median thickness increases in pathological cases at the Tip, Mid−1, Mid−2 and Tail, as indicated on Table 4.1. is respectively 0.957mm, 0.534mm, 0.147mm and 0.215mm.

<table>
<thead>
<tr>
<th>Quartile</th>
<th>Normal</th>
<th>Pathological</th>
<th>$\phi$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tip</td>
<td>2.638</td>
<td>3.595</td>
<td>0.9575</td>
</tr>
<tr>
<td>Mid−1</td>
<td>1.983</td>
<td>2.517</td>
<td>0.5335</td>
</tr>
<tr>
<td>Mid−2</td>
<td>2.182</td>
<td>2.329</td>
<td>0.1472</td>
</tr>
<tr>
<td>Tail</td>
<td>3.022</td>
<td>3.237</td>
<td>0.2158</td>
</tr>
</tbody>
</table>

Table 4.1: Median Thickness

The WHF criteria is well demonstrated for the Tip, showing that the most frequent thickness values stay above the defined threshold of 3mm for the pathological cases. Another observation was the increase in spread of the most frequent thickness values (1st to 3rd quartiles) in the Mid−1 section in the pathological cases. The criteria of measuring the thickness only during the Straight position should be further investigated, as no statistical difference was found between the Open and Straight position’s thickness on pathological cases.
4.4.3 Quartile Versus Position

The thickness measurements for normal and pathological cases were analyzed relative to the position of the AML (open, closed and straight). The values presented on Table 2 validate the statistical significance difference between normal and pathological cases when measuring the thickness at the tip of the AML, as it is also confirmed by running several nonparametric Friedman tests on random samples and doing a Bonferonni correction on the respective p-values.

Table 4.2 is composed of the median p-values and the median difference between the pathological vs. normal values at each AML position and each quartile. It indicates that measuring of the thickness of the Tip can be done in all the positions. As the thickness values for the pathological cases on the closed position are statistically different from straight and open, the WHF threshold (3mm) usage is limited to the Open and Straight position. It can also be seen that quartile Mid – 2’s thickness does not exhibit statistically significant difference and thus it should not be recommended as a criterion to determine the presence of a RHD pathology.
4.5 Discussion

The proposed method produced statistically significant data regarding the leaflet’s thickness in different quartiles, positions and normal and pathological cases, providing information on its overall shape and its variance. It provided further evidence of the leaflet’s thickening on pathological cases.

It was also observed that the leaflet’s tip measurements on normal, open and closed positions provided statistical significant difference, indicating that the measurements could be performed in all the positions, although on the closed position it would not be recommended due to the fact that segmentation on this area poses a challenge as the proximity between the AML and Posterior Mitral Valve leaflet can lead to over segmentation of the AML and an incorrect tip placement.

Table 4.2: Thickness Variance Between Pathologies

<table>
<thead>
<tr>
<th></th>
<th>Open</th>
<th>Straight</th>
<th>Closed</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tip</td>
<td>$P &lt; 0.05 / 1.13$</td>
<td>$P &lt; 0.05 / 0.82$</td>
<td>$P &lt; 0.05 / 0.78$</td>
</tr>
<tr>
<td>Mid-1</td>
<td>$P &lt; 0.05 / 0.81$</td>
<td>$P &gt; 0.05 / 0.23$</td>
<td>$P &lt; 0.05 / 0.36$</td>
</tr>
<tr>
<td>Mid-2</td>
<td>$P &gt; 0.05 / 0.15$</td>
<td>$P &gt; 0.05 / 0.22$</td>
<td>$P &gt; 0.05 / 0.08$</td>
</tr>
<tr>
<td>Tail</td>
<td>$P &lt; 0.05 / 0.30$</td>
<td>$P &gt; 0.05 / 0.22$</td>
<td>$P &lt; 0.05 / 0.36$</td>
</tr>
</tbody>
</table>
Chapter 5

Motion Classification

5.1 Introduction

The WHF guidelines [3] classifies both excessive and restricted leaflet tip motion as level 2++ evidence of RHD. This demonstrates the significance that the AML motion analysis has, motivating us to research novel algorithms for this automatic classification.

Excessive leaflet tip motion is caused by either the elongation or the rupture of the primary chords [32], while restricted leaflet tip motion is caused by the shorting or fusion of the primary chords, the leaflet thickness, calcification or commissural fusion [3]. Retraction of the secondary chordae can cause a V-shaped deformity in the central area of the AML, causing restricted motion movement [32].

The proposed method to perform motion classification used elements of the proposed Thickness Profile Extraction method described in Chapter 4 within a pattern recognition framework. It aims to extract relevant features based on the segmented data motion patterns and use those to perform automatic classification of RHD, potentially aiding the physician on the screening process.

5.2 Materials

An initiative from the Real Hospital Português, in Recife, Brazil led to the screening of 1203 children and pregnant women, searching for cardiac pathologies. Data was collected using different ultrasound devices (Vivid i model by GE healthcare and CX50 model by Philips), with a wide range of transducers, frequency and scanning depths. Depending on the equipment and depth, the spatial resolution ranged between 0.115 to 0.384 mm. Forty of these exams were manually annotated by doctors using the OsiriX software and were used to extract the thickness profiles studied in this thesis.

The annotated dataset contains eight pathological cases and thirty-two normal cases. These forty videos include a total of 3825 frames with dimensions of 422 X 636 pixels and all videos
are of the parasternal long-axis (PLAX) view. Framerate ranged from 30 frames per sec to 120 frames per sec. On average each video consists of two or three seconds of content. The videos also contained metadata from the exam, such as resolution, frame rate, etc.

The rotation of the probe, resolution and frame rate used in this dataset varied by a large margin, so any algorithm used to analyse the data had to be robust against these conditions.

This proposed method has been implemented using C++17 on a portable computer (Quad-Core Intel i7-3630QM processor, 2.4 GHZ, 16 GB RAM) in a Windows 10 and Linux environment. The data analysis and graph plotting were done in R 3.4.3.

5.3 Framework

A framework was defined to extract motion features of the AML and perform pathology classification, as shown on Figure 5.1.

![Figure 5.1: The Motion Classification Framework](image)

The annotation of the AML contour used, was manually done by doctors, allowing it to avoid the contamination of errors originated by automatic segmentation algorithms, avoiding introducing errors into the dataset.

After reading the manually annotated data, the shape of the AML is simplified by a skeletonization process, where five control points are extracted. The frame rates of the videos on the dataset are normalized prior to the extraction of the initial features. This is done by using the analysis of the motion of these points across the frames of the echocardiogram videos. The Discrete Fourier Transform (DFT) is then applied to these initial features, producing the feature dataset used by the final classification step.

5.3.1 Skeletonization

The skeletonization method from the proposed method of Thickness Profile Extraction was used, as described in Chapter 4, but the spline modelling and thickness measurements steps were not performed. Due to the fact that only the motion of the control points was going to be
analysed in this method, the steps that were used to extract thickness data, spline modelling and thickness measurements, were unnecessary. By eliminating these steps, a reduction in the computational cost of this operation was achieved.

5.3.2 Initial Feature Extraction

In order to build a classification model for the AML’s motion, it was necessary to extract comparable features that represented such motion. Using the simplified skeletonization process, several features were extracted from the dataset.

- **Horizontal Velocity - µm per second**
  The calculated velocity between frames on the horizontal axis for each control point

- **Vertical Velocity - µm per second**
  The calculated velocity between frames on the vertical axis for each control point

- **Absolute Velocity - µm per second**
  The absolute velocity between frames for each control point calculated by using the Euclidian distance

- **Depth Velocity - µm per second**
  The velocity between frames for each control point of their depth change

- **Acceleration - µm per second**
  The acceleration between frames for each control point - Calculated from the derivative of the Absolute Velocity

- **Arc Tangent - Radians**
  The angle of the direction of the motion calculated by using the arc tangent

The Horizontal, Vertical and Absolute Velocity were the basic motion features to be analysed on the leaflet’s motion patterns. The depth velocity was extracted to obtain the velocity of the depth variation, which has a partially fixed point: the echocardiogram’s beam origin point, even though as it’s still subjection to the operator’s tremors and motion, but to a small degree as the extracted sample is of a short period of time - one second.

Acceleration was extracted on the basis that the second derivative might better represent the sudden changes on the leaflet’s motion patterns compared to the first derivative. The direction angle was calculated using the arc tangent function to observe the directionality of the leaflet’s motion, to better understand the more complex motion patterns of it.
5.3.3 Frame Rate Normalization

The videos on the dataset had different frame rates, ranging from thirty frames per second to a hundred and twenty frames per second. In order to make the extracted features comparable and suited for the next steps of processing, it was necessary to homogenize the frame rates. It was decided to perform temporal subsampling to match the lowest frame rate value on the dataset, thirty frames per second.

The manually annotated data on the dataset had missing information on a few random frames, due to the low image quality, which prevented the physician from properly segmenting the AML’s location. As such, the frames which contained no manually annotated data were not utilized for the analysis. Interpolation was not considered a viable option as in certain videos there were several consecutive frames without annotated data, and thus the interpolated data would have too much noise, which could potentially worsen the results of the motion classification.

The defined method was to use blocks of one second of continuous annotated data and perform the motion analysis on each of those blocks. The temporal subsampling process performed on these blocks made the distance measurements taken afterwards comparable as time elapsed between the frames would then be equivalent.

To perform this temporal subsampling and extract the mentioned features automatically, an algorithm was developed. The pseudocode 1 demonstrates this algorithm’s behaviour.

\begin{algorithm}
\caption{Temporal Subsampling}
\begin{algorithmic}
\State $i \leftarrow 0$
\State $\text{frameList} \leftarrow \text{NULL}$
\State $\text{frameListNum} \leftarrow 0$
\State $\text{normalizedFrameRate} \leftarrow 30$
\State $\text{frameSkip} \leftarrow \text{videoFrameRate}/\text{normalizedFrameRate}$
\For{$\text{frame} \leftarrow 0; \text{frame} \leq \text{frames.size}; \text{frame} \leftarrow \text{frame} + \text{frameSkip}$}
\If{$\text{frames}[\text{frame}].\text{hasAnnotatedData}$}
\State $i \leftarrow i + 1$
\State $\text{frameList} \leftarrow \text{frameList} + \text{frames}[\text{frame}]$
\If{$i = \text{normalizedFrameRate}$}
\State $\text{saveFrameListToFile(frameList, frameListNum)}$
\State $i \leftarrow 0$
\State $\text{frameList} \leftarrow \text{NULL}$
\State $\text{frameListNum} \leftarrow \text{frameListNum} + 1$
\Else
\State $i \leftarrow 0$
\State $\text{frameList} \leftarrow \text{NULL}$
\EndIf
\EndIf
\EndFor
\end{algorithmic}
\end{algorithm}

The increase counter value on the subsampling algorithm, was calculated based on the
processed video’s frame rate divided by the defined thirty frames per second rate. This enabled a consistent frame skipping.

Figure 5.2 exemplifies the motion data in signal form resulted from the feature extraction and subsampling process on two elements of the dataset.

### 5.3.4 Discrete Fourier Transform (DFT)

As the motion features were extracted, the result was signal data which needed to be analysed and broken into distinct features to be used by a statistical-based or distance-based classifiers.

The Fourier Transform is a powerful mechanism used in several fields from audio analysis [33], image compression [34] and in many fields of engineering. Its ability to transform any periodic function into frequency space provides for clear and distinguishable descriptors for signal data is the main reason for its widespread usage.

The Fourier Transform represents the infinite weighted sum of an infinite number of sinusoids (5.1), where $x$ represents the spacial domain, $\omega$ represents the frequency domain, $F(\omega)$ the frequency spectrum, $e^{i\theta} = \cos \theta + i \sin \theta$ and $i = \sqrt{-1}$.

$$F(\omega) = \int_{-\infty}^{\infty} f(x) e^{-i2\pi\omega x} \, dx \quad (5.1)$$

However, to compute the Fourier Transform in a discrete domain, the Discrete Fourier Transform (DFT) is used (5.2). A forward, one-dimensional DFT on an array $X$ of $n$ complex numbers is the array $Y$ given by where $0 \leq l < n$ and $\omega_n = \exp(-2\pi \sqrt{-1}/n)$:

$$Y[k] = \sum_{j=0}^{n-1} X[j] \omega_n^{jk} \quad (5.2)$$

The naïve implementation of this would mean an algorithm of $O(n^2)$ complexity. To reduce the complexity and as such reduce computational costs, a Fast Fourier Transform (FFT) was used.

For this purpose, the design and implementation suggested by Frigo et. al. [35], in 2005, were used in the proposed Motion Classification method. This implementation computes any DFT for any length with a $O(n \log n)$ complexity, yielding significant performance gains.

The core of Frigo et. al’s implementation basis is the use of Cooley-Tukey algorithm [36] and many of its variants [37]. But instead of focusing on a single best algorithm, Frigo et. al’s approach is to instead build a planner which searches, using dynamic programming, several types of DFT implementation algorithms, called codelets, for the ones that would have optimal performance for the provided dataset, after breaking it down into simpler problems. The proposed implementation has over one hundred and fifty codelets, but more specific tuned ones can be produced with a special purpose compiler called genfft.
Figure 5.2: Extracted Motion Features
These codelets are high level mathematical expressions of DFT algorithms and optimized for real data and machine specific instructions such as Single Instruction Multiple Data (SMID), which can be used to provide significant speed improvements on the computation of an FFT algorithm [38].

The planner is critical for the Frigo et al.’s implementation performance, aiming to strike a balance between the planner’s analysis time and the overall calculation time, using sensitive defaults, while enabling application specific parametrization.

While there are newer approaches that utilize more of multicore and GPU capabilities [39] yielding faster results, the performance of Frigo et al.’s implementation was faster than the technical requirements of proposed Motion Classification method, and its proven reliability, demonstrated by the thousands of users and citations, proved to be a more trustworthy choice.

Ahmadi et al. DWT approach was considered in place of the FFT, but it would introduce a higher mathematical complexity to the method and the FFT is very competitive with wavelets [40].

Figure 5.3 exemplifies the motion data in frequency space resulted from the FFT over the feature extraction data on two elements of the dataset.

5.3.5 Classification

Once the motion features were extracted and processed, two types of classification approaches were tested: statistical based and distance based. Statistical based are the more traditional data mining techniques, while distance based are more specific for comparing signals / shapes. The objective is to compare the produced results and ascertain the ones that obtained the best results, while validating if the extracted features were adequate for the pathology classification.

Statistical Based Approaches

Three types of statistical based classifiers were tested:

• C5.0 – A Decision Tree algorithm

• SVMs

• Random Forest – An ensemble type of algorithm

They were chosen as each represents a different type of approach towards statistical analysis, and as such, were expected to produce different results.

The C5.0 decision tree algorithm is the successor of the C4.5 algorithm by Quinlan [41]. It has faster compute time, higher accuracy, lower memory footprint as it creates smaller trees and has lower error in unseen cases [42] than its predecessor.
Figure 5.3: DFT of Motion Features
Th C5.0 algorithm uses a statistical approach to create rule-based models. Decision trees operate by deciding if a branch should be split based on the normalized gain ratio that would occur from this operation, this based on the attributes being analysed. The C5.0 algorithm uses information gain as the gain criterion, rather than the Gini Index used by the CART algorithm [43].

The information gain is based on calculating the entropy measure (5.3) of the dataset’s attributes (5.4).

\[
Entropy = - \sum_{i=1}^{n} p_i \log_2(p_i)
\]  

(5.3)

\[
InformationGain = Entropy(Target) - Entropy(Attribute)
\]  

(5.4)

C5.0 adds to that with boosting, based on the work by Freund Et. Al. [44], configurable misclassification costs, support for more data types and it can also automatically winnow the attributes [45], discarding the ones that are not relevant, making it more adequate for datasets with high dimensionality. It also does pruning of the tree, reducing its size and it also serves to mitigate overfitting of the decision tree model.

As seen on Figure 5.4 which demonstrates the resulting C5.0 tree calculated from the training dataset, decision trees are inherently intuitive, making their results more easily understood by non-technical users.

SVMs have been successfully used for face detection [46], bio-informatics [47], text-mining [48] and many other classification tasks. The core of the SVM algorithm is mapping the dataset into a new space of higher dimension and then find the linear decision surface, aka hyperplane, that can separate the classes. Figure 5.5 illustrates this process.

As there can be an infinite number of hyperplanes separating two classes, SVMs use an approach called Maximum Margin Hyperplane, which uses quadratic programming to optimize the solution. They are solved efficiently by using greedy algorithms in order to obtain the hyperplane with the highest distance between border points, as to avoid overfitting the SVM results.

However, to solve the optimization equation, dot products are required. For high dimensional spaces they can be very computationally demanding. To solve this issue a so called "kernel trick" is used. These are functions that utilize the fact that \( K(x, z) = \phi(X).\phi(Z) \) to utilize more efficient functions instead of the costly dot products, although these functions must satisfy Mercer conditions [50] to be able to be utilized. There are multiple kernels available, such as the Linear kernel, the Gaussian kernel, the Exponential kernel, the Polynomial kernel, among many others.

Random Forests, as proposed by Breiman [51] in 2001, is an ensemble algorithm, so it’s a collection of models used together to produce predictions. Ensemble algorithms tend to produce good results based on these three fundamental reasons [52]:

• Statistical
As learning algorithms try to identify the best hypothesis in space $H$, multiple hypotheses can have the same accuracy, especially if the training data is significantly smaller than the space $H$, which can lead to a selection of an hypothesis that while good on the training data, is inadequate on the test data. As the ensemble averages these hypoth-
esis votes, it reduces the risk of using a wrong classifier. Figure 5.6(A) exemplifies this, as the point \( f \) represents the true hypothesis function, the \( h_1 \) – \( h_5 \) points represent the ensemble hypothesis. By averaging these hypotheses, a more accurate approximation of the \( f \) hypothesis can be found.

• Computational

As optimal training for some classification algorithms can be NP-Complete \([53]\) \([54]\), the usage of heuristics requires a larger dataset to build the statistical problem. Ensembles can be constructed by using random starting points and doing a local search on them, providing a potentially better approximation, at a lower computational cost. Figure 5.6(B) illustrates this concept.

• Representational

As the true hypothesis function \( f \) maybe outside the space \( H \), as Figure 5.6(C) exemplifies, the weighted sum of hypothesis generated by the ensemble algorithm can expand this space of possible hypothesis, making it more suitable for classifying unseen data.

Figure 5.6: Ensemble’s Fundamental Reasons for Producing Good Results (Based on \([52]\))
Random Forests utilizes the concepts of bagging predictors [55] and also the use of random predictors. Bagging predictors is a method for creating \( n \) number of models based on samples created with replacement of the same size as the training dataset, ensuring diversity between the \( n \) models as they are to be used alongside a very sensitive base learner. Random predictors are a variation of the bagging predictor but uses samples of variables instead of samples of the full dataset.

The Random Forests algorithm executes the following steps, while in a loop for each \( n \) model:

- Create a sample with replacement of the same size as the training dataset
- Creates a classification (or regression) tree - The nodes however are chosen at random from a subset of predictors

**Distance Based Approaches**

Two types of distance based algorithms were tested:

- Dynamic Time Warping (DTW)
- Hausdorff’s Distance

**Dynamic Time Warping (DTW)** has been used in multiple areas, ranging from biometrics, handwriting and signature matching, time series clustering and electro-cardiogram analysis [56] [57]. The DTW algorithm aims to find an optimal match between two time series by using local compression and stretching, in order to make then resemble each other as much as possible and then calculate the distance.

The algorithm uses a non-negative local distance function, which is used to build a distance matrix between all the pairwise distances of the time series. After this step, the DTW algorithm finds the alignment path thought the cost matrix, which passes through the lowest cost areas. To find the optimal warping path, dynamic programming is used in order to break down the problem and archive an \( O(NM) \) complexity. Figure 5.7 exhibits the alignment process and result.

This dynamic warping makes it well suited to compare signal data, such as the DFT data extracted from the AML’s motion. This is done by establishing a baseline of normal DFT data and Pathological DFT data, a procedure done by calculating the mean value for each data point. Afterwards the comparison is done on each element of the dataset to these baselines, doing the classification by which baseline is the closest one.

Hausdorff’s Distance has been used for comparing images [58], shape matching [59], and even face detection [60]. It is denoted as \( h(P, Q) = \max_{p \in P} \min_{q \in Q} \|p - q\| \), which means that it finds the \( p \) that is the furthest from \( Q \) and obtains it’s distance from its nearest \( q \) point. Figure 5.8 demonstrates this operation.
For two-dimensional data Hausdorff’s Distance can be optimized by use of a Voronoi diagram to achieve a $O(n \log n)$ complexity. There are also variations that utilize the average of the points distances, making it more less sensitive to outliers.

While the Hausdorff’s Distance base algorithm is simple, it’s well suited to use as a dissimilarity metric between visual elements as it’s slightly insensitive to small variations and serves to compare the overall shape of the images. While the DFT data is not an image per se, the signal data does produce a form of shape, reason why this algorithm was chosen. To perform the classification on the dataset, the same procedure of establishing a baseline and comparison as used on the DTW was performed.
5.4 Results

For the evaluation of the statistical algorithms, a Leave One Out Cross Validation method was utilized due to the dataset’s small size. The distance algorithms were evaluated based on a built Confusion Matrix using the method outlined above for the classification. This was done for each of the features extracted from the dataset. These results are outputted on Tables 5.1(A), 5.1(B), 5.1(C), 5.1(D), 5.1(E) and 5.1(F). Figure 5.9 does a graphical comparison of these results.

<table>
<thead>
<tr>
<th>Feature</th>
<th>DTW</th>
<th>Hausdorff</th>
<th>C5.0</th>
<th>SVM</th>
<th>Random Forest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.61</td>
<td>0.31</td>
<td>0.65</td>
<td>0.74</td>
<td>0.71</td>
</tr>
<tr>
<td>Precision</td>
<td>0.46</td>
<td>0.98</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>Recall</td>
<td>0.31</td>
<td>0.26</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>F1</td>
<td>0.37</td>
<td>0.41</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Neg Pred Value</td>
<td>0.66</td>
<td>0.10</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
</tr>
</tbody>
</table>

Table 5.1: Evaluation Metrics for each Classifier by Features

These initial results show that Statistical Based Classifiers, as seen in 5.1 and 5.9(B), had a slightly higher accuracy and higher negative prediction value, meaning less pathological cases were classified as non pathological - a false negative, but much lower precision and recall values then the Distance Based Classifiers. The DTW had the best median performance, with a mean accuracy of 61.51%, mean precision of 58.33%, mean recall of 35.82%, mean F1 of 43.31% and a mean negative predicated value of 62.56%. SVM, had low values for precision, Recall and F1 but the highest mean negative predicated value at 88.89%.

The analysis by features, as seen in 5.1 and 5.9(A), indicated that vertical velocity yielded the best overall results, with a mean accuracy of 67.84%, mean precision of 71.66%, mean recall of 41.14%, mean F1 of 49.71% and a mean negative predicated value of 53.09%. Arc tangent had the highest mean negative predicated value at 91.23%, but overall poor results.

This initial classification results were based on a methodology that only used one set of features per training / testing. Based on the analysis of these results, the two features that yielded the best overall results, vertical velocity and depth velocity, and the feature that had the
(A) Mean Values of the classifiers evaluation values by Feature

(B) Mean Values of the features evaluation values by Classifiers

Figure 5.9: Evaluation Metrics for each Classifier by Features - Graphical Comparison

highest mean negative predicated value, arc tangent, were used in combination to potentially improve the overall classification results.

As the dataset was imbalanced, the usage of cost-sensitive learning [61] was also explored, aiming to reduce the False Negatives, as it’s a significant metric in this case. However as the
initial results didn’t yield relevant improvements, and in some cases even causing lower scores, this approach was not utilized in these classification results.

For the statistical based classifiers, these features were placed together in a joint dataset, and left to the respective algorithms to extract the most relevant fields for classification, while the distance based classifiers utilized a voting algorithm developed to extract the final classification result.

This voting algorithm ran a loop with the distance based algorithms for each feature, registering each of the outputted classification results as a single vote. After this procedure, the final classification was defined based on the most voted classification result.

The results of this combined feature set classification are on Table 5.2. Figure 5.10 exhibits the graphical comparison between the different classifiers results.

<table>
<thead>
<tr>
<th>Feature</th>
<th>DTW</th>
<th>Hausdorff</th>
<th>C5.0</th>
<th>SVM</th>
<th>RandomForest</th>
</tr>
</thead>
<tbody>
<tr>
<td>Accuracy</td>
<td>0.22</td>
<td>0.73</td>
<td>0.82</td>
<td>0.76</td>
<td>0.81</td>
</tr>
<tr>
<td>Precision</td>
<td>0.42</td>
<td>0.04</td>
<td>0.64</td>
<td>0.56</td>
<td>0.71</td>
</tr>
<tr>
<td>Recall</td>
<td>0.14</td>
<td>0.25</td>
<td>0.67</td>
<td>0.21</td>
<td>0.42</td>
</tr>
<tr>
<td>F1</td>
<td>0.21</td>
<td>0.07</td>
<td>0.65</td>
<td>0.30</td>
<td>0.53</td>
</tr>
<tr>
<td>Neg Pred Value</td>
<td>0.15</td>
<td>0.96</td>
<td>0.33</td>
<td>0.79</td>
<td>0.58</td>
</tr>
</tbody>
</table>

Table 5.2: Combined Features Results

![Figure 5.10: Combined Features Results - Graphical Comparison](image)

The overall accuracy, precision, recall and F1 metrics, as seen in 5.2 and 5.10, was improved on the statistical based classifiers, with the used of the three features in a combined feature set, however Random Forest and C5.0 had a high decrease (28%-48%) in negative
predicated value metric, while the SVM had a smaller decrease (10%). The DTW had an overall decrease, while the Hausdorff saw an increase on accuracy (31%) and a very high increase negative predicated value (62%), while precision, recall and F1 saw decreases. No classifier presented a good overall result. The high accuracy and poor precision and recall results on the DTW indicate that this classifier was not being able to classify cases as pathological.

5.5 Discussion

The C5.0 using the combined features produced better than average results in terms of accuracy (82%), precision (64%), recall (67%) and F1 (65%), but very poor results for negative predicated value (33%), a critical metric in this case. Hausdorff had very high results (96%) on this metric. Figure 5.4 exhibits the C5.0 resulting tree.

These results could be improved by using techniques such as Principal Components Analysis (PCA), SVM kernel tuning, algorithm combination, among others. However, the initial goal was to test if the proposed method extracted features were discriminative enough to be utilized for classification.

The small dataset presented limitations, especially as the pathological data was a very small and imbalanced sample, presenting which led to poorer results for the statistical classifiers in terms of accuracy, precision and recall, especially on the initial testing, as it failed to better discriminate between normal x pathological cases. Additional techniques for improving classification in this situation, such as generating synthetic samples in order to reduce the imbalance of the dataset, such as Synthetic Minority Over-Sampling Technique (SMOTE) were analysed but considered inadequate, as the synthetic data might not be representative of the medical condition.

Using the Shapiro-Wilk normality test, it was observed that on the extracted features, very few frames had a normal distribution. This is probably due to the fact that the cycles in the features where not align, as the dataset had no annotated data with this information. Aligning these cycles would lead to a better statistical analysis of each cycle point, enabling the observation of normal/abnormal behaviour thresholds in a simpler manner, and possibility lead to better classification results from the Statistical based and specially Distance based classifiers, which suffered from poor results on the combined dataset.

The current results indicate that the presented method requires further improvements in order to provide a adequate aid for physicians on RHD screening.
Chapter 6

Conclusion

6.1 Discussion

In this thesis, RHD and its impact were described, as well as the ultrasound technology used to screen it. State of the art methods for thickness analysis and motion classification were reviewed and analysed.

To further aid in the analysis and screening of RHD a methodology for objectively measuring the thickness profile of the anterior mitral valve leaflet, with well-defined landmarks was proposed. The analysis done from the extracted data using the proposed methodology indicated that the measurement of thickness is most adequate at the tip of the AML and when the valve is open or straight, as it was observed a statistical and median difference of the thickness between normal and pathological cases. It also provided information of the overall thickness variance along the leaflet's shape and pathology. This statistical information could also be of use as shape descriptors for automatic segmentation algorithms.

The proposed framework can also be used to validate result produced by automatic segmentation algorithms, as seen on 6.1. These results indicate that Sultan et al.'s approach yielded similar results to the manual annotation on the Tip, but presented thicker results at the Mid – 1, Mid – 2 and Tail quartiles. These results were obtained by using the framework on the automatic segmentation results on the same dataset.

The defined control points enable a reduction in the inter and intra-observer variability of thickness measurements, as it makes the thickness measurements directly comparable, as the methodology produces a constant result on the same image. This feature can also be of use for the automatic validation of segmentation algorithms, as it makes the critical points of the leaflet's overall shape comparable with the expert operator's segmented area. The proposed method was also very computationally efficient, enabling real-time usage.

It was also proposed a motion classification methodology to detect pathological motion patterns. It built on the thickness measurements methodology, and proposed motion features extractions methods. The end result was a decision tree with 82% accuracy, 64% precision,
67% recall 65% F1 and 33% negative predicted value and a Hausdorff classification with 96% negative predicted value, which could be potentially used together in future work. It also had a low computational cost.

The small dataset, the AML’s irregular shape and motion and insufficient annotated data presented a challenging problem for both methodologies. The Thickness Profile Extraction was able to produce consistent results and multiple statistical data on the AML’s shape in different positions and pathologies. The Motion Classification established a ground work for feature
extraction of the AML’s motion, which can be further developed in future work.

6.2 Future Work

Future work on the Thickness Profile Extraction can improve the approach to make it more comparable to existing annotation by doing a few measurements per quartile, shifting a bit the position from the midpoint and calculating the mean between these measurements. This would likely produce closer results to a human arbitrary measuring location. The implementation can also be further optimized to reduce computational costs with parallelization and memory optimizations.

The paper by Sultan et al. [62] proposed a method called Virtual M-Mode that could be potentially used alongside with Dhutia et al. [15] method to obtain the cardiac cycle information. This could enable the syncing of the extract motion features from the Motion Classification methodology, with could lead to well defined distributions, that could then be analysed as the thickness data was and also produce better classification results. It could also negate the need for the DFT and reduce computational costs.

Other approaches could be the use of DWT in place of the DFT, as Ahmadi et. al [17] proposed. Separation of the pathological group into more groups, such as excessive motion and restricted motion could also potentially improve results, as the motion patterns would be more distinct.
Bibliography


