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Abstract

The presence of outliers or discrepant observations has a negative impact
in time series modelling. In this paper, we consider first-order integer-valued
autoregressive (INAR(1)) models contaminated with additive and innova-
tional outliers. We propose two methods based on wavelets in order to address
the problem of identifying the times of outlier occurrence. The effectiveness
of the proposed methods is illustrated and compared through a simulation
study. A real dataset application is also presented.
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A problem of interest in time series modelling is detecting outliers to as-
sess data quality, to study the robustness of the statistical inference in the
presence of inconsistent observations and to find eventual important phe-
nomena underlying the data. It is well known that the presence of outliers
in time series can lead to biased parameter estimation, incorrect inference
and inadequate predictions. Several methodologies for detecting and esti-
mating outliers have been established for ARMA models. The emphasis is
on iterative procedures and likelihood based statistics [8, 2, 3]. However, the
problem of detection and estimation of outliers in time series of counts has
received less attention in the literature. Recently, [7] suggested a Bayesian
approach in order to detect additive outliers in Poisson first-order INteger-
valued AutoRegressive, INAR(1), models. The class of INAR models for
time series of counts, first proposed by [1], has been extensively studied in
the literature and applied to many real-world problems because of its eas-
iness of interpretation. These models are apparently autoregressive models
in which the usual multiplication has been replaced by a random operation,
called thinning operation (for details see [6]).

In this work we propose to identify the times of outlier occurrence in
INAR(1) time series using wavelets. Wavelets are a family of basis functions
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used to localize a given function in both space and scaling [5]. In particular,
we propose to apply discrete wavelet transform (DWT), which is a powerful
tool for a time-scale multi-resolution analysis. DWT can be considered as
filters of different cut-off frequencies used to analyse the signal at different
scales. The high-scale (low-frequency) components of the signal are contained
in the approximation coefficients. On the other hand, the low-scale (high-
frequency) components are represented by the detail coefficients.

In a first approach, similar to that of [4], the detail coefficients derived
from DWT, using the Haar wavelet, are compared with a threshold. In a
second approach, the parametric resampling method of [9] is used in order to
obtain the empirical distribution of these detail coefficients. The proposed
procedures are illustrated and compared with synthetic data. Furthermore,
the methods are also applied on an observed dataset.
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