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Abstract

The role of dynamic optimization techniques for the
coordination and control of Autonomous Underwater
Vehicles (AUV) is discussed.

We start with a specification and modeling framework
which supports the expression of fundamental coordi-
nated control requirements (e.g., styles of interactions,
joint set state constraints induced by sensing and ser-
vices) as well as the intrinsic synthesis mechanisms.
Then, dynamic optimization and non-smooth analysis
results are used to show that some essential coordi-
nation problems can be can be expressed in terms of
invariance w.r.t. to sets, of monotonicity of the tra-
jectories of a dynamic system wrt to some field, or as
switchings among value functions. Value functions play
a major role in those interpretations, as the reachable
set of a dynamical system can be expressed in terms of
a level set of a certain value function. The pervasive
proximal aiming technique is discussed in this control
framework.

Keywords: Autonomous Underwater Vehicles, Opti-
mization, Coordination, Non-smooth Analysis.

1 Introduction

The last decade has witnessed unprecedented interac-
tions between technological developments in comput-
ing, communications, and control, on the one hand,
and the design and implementation of networked multi-
vehicle systems with varied degrees of autonomy, on
the other. These technological advancements allow us
to envision the design of systems which could have not
been imagined before.

Consider new concepts for the networked operation of
underwater vehicles, such as group behavior, coopera-
tive navigation and data collection and mine-hunting,
to name just a few. We are interested in the problem
of specification and design of motion coordination and
control systems for those systems. This problem poses
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new challenges to control engineering. These challenges
entail a shift in the focus of control theory - from pre-
scribing and commanding the behavior of isolated sys-
tems to prescribing and commanding the behavior of
interacting systems. First, we require vehicles, devices,
and controllers with evolving access capabilities to dy-
namically interact with each other - by exchanging mes-
sages and data - in order to execute tasks. Second, we
need different notions of what should be observed un-
der different circumstances, giving rise to questions of
when two different systems exhibit the same behav-
ior. Third, we need motion coordination models that
are highly application dependent, and that may change
with time for the same application. Forth, we need to
incorporate in analysis and control synthesis the as-
pects of communication and concurrency that are at
the heart of these systems.

In this paper we discuss the problem of coordination
and control of AUVs in the framework of dynamic op-
timization. The paper is organized as follows. In Sec-
tion 2, we discuss some of the challenges posed by new
concepts for the operation of multiple AUVs. We show
that some of the fundamental aspects of coordination
namely set-based joint state constraints and objectives,
styles of interactions, and information structures are
best phrased in the framework of dynamic optimiza-
tion. In Section 3 we introduce notation and defini-
tions. In Section 4, we survey and use results from dy-
namic optimization and non-smooth analysis to show
that, at least conceptually, some of the fundamental
aspects of coordination can be phrased in terms of in-
variance wrt to sets, of monotonicity of the trajectories
of a dynamic system wrt to some scalar field, as switch-
ings among value functions, or as degenerate optimal
control problems. In Section 5 we draw some conclu-
sions and discuss future research.

2 Coordination and control of networked
multi-vehicle systems

2.1 Introduction
We have been involved in the specification and design
of a particular type of distributed systems – networked
multi-vehicle systems – and we are interested in
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For example: the Automated Highway System [22, 21,
23], Mobile Offshore Base [9, 8], Autonomous Underwa-
ter Vehicles [10], Unmanned Combat Air Vehicles and
Air Traffic Management [20]. There are several aspects
to this problem.

Specification.. How to express user requirements, and
how to map them onto technical requirements? De-
sign. How construct a system-level capability by appro-
priately organizing agents that execute a small set of
tasks? Verification. How to check if the design indeed
satisfies the specification? How to compare alternative
designs?

In this paper we are interested in the problem of design.

2.2 Patterns of coordination and control
In order to understand patterns of coordination and
control we need to understand why we require vehi-
cles to coordinate not only their motions, but also the
utilization of their resources.

Vehicles, sensors, and other entities are combined to
provide services at certain locations, at certain times.
In fact, at a certain level of abstraction we are not
interested in specific vehicles but in the services that
have to be delivered at those locations and times. In
the end, service delivery results from the actions of ve-
hicles. For example: 1) to cover a certain area with
sensors, 2) to search and destroy targets, 3) to find the
minimum of a certain environmental quantity (e.g. the
temperature of the ocean in a certain area).

A simple and subtle feature of the coordination and
control of automated vehicles - that distinguishes this
problem from the general coordination problem - is that
services are delivered in the same space where the same
vehicles and other entities evolve. This means that
specification and design involve manipulations of enti-
ties in this space, namely sets and points. In fact, some
services can be completely specified by the evolution of
a set in space, whereas some technological constraints,
such as communication constraints, can be expressed
as set inclusion problems. In summary, at the root of
coordination and control problems for automated vehi-
cles are set-based joint state constraints and objectives.

Another important feature of the coordination and con-
trol of automated and/or driver-assisted vehicles is re-
lated to the nature of the constraints and interactions.
Consider a group of heterogeneous vehicles with evolv-
ing access capabilities. In order to deliver a service that
cannot be physically realized with a single vehicle, we
require those vehicles to interact by exchanging mes-
sages and data while satisfying joint state-constraints.
But this apparent physical limitation can be used to
our advantage. By considering vehicles, sensors, and
other devices as basic entities that can be manipulated

and linked in varied forms to achieve different goals,
we are able to specify the behavior of the ensemble
in a style that resembles that of a programming lan-
guage. Imagine we want to compute the minimum of
temperature in a given region of the ocean with a group
of AUVs with limited communication capabilities. We
can implement an iterative optimization algorithm to
find the minima of the temperature scalar field with
the additional dynamic and technological constraints:
vehicles exchange the data collected in order to de-
termine the next waypoints where they will exchange
data again. In practice, vehicles have communication
”rendez-vous” at those waypoints. Pursuing this idea
further we can envisage communication ”rendez-vous” -
”spatial rendez-vous” in regions where communication
is allowed - for vehicles where these vehicles exchange
data and mission specifications. This may be of interest
in covert operations where we have vehicles acting as
”go-betweens” for coordination and control. Obviously
the problem of mobility is also of interest: Vehicle A
is under the dependence of some controller that may
change with time as the vehicle evolves in time-space.
We are interested in controlling and manipulating these
dependencies.

The problem of design consists in utilizing a given set
of assets to satisfy the specification. This can be done
in several different ways depending on the available as-
sets. On the other hand, a set of assets comes with uti-
lization rules that reflect technological constraints and
define the ways we can combine and recombine those.
For our purposes we are interested in those rules that
affect motion control and coordination, i.e., those rules
specified as joint-state constraints for specific combi-
nations of assets, and also as linking rules. In practi-
cal terms when it comes to design we add additional
constraints and objectives to the ones defined in the
specification. For the purpose of specification we are
interested in what happens in the 3-dimensional space.
For design we have to consider other spaces, namely
the spaces of relative motions, and mappings between
these spaces and the reference space.

Most of the features of motion coordination and con-
trol of multiple vehicles, in particular AUVs, can be
phrased in terms of one of the following classes of prob-
lems.

Coordinated invariance. Set-based joint state con-
straints arise in spaces of relative distances and/or ve-
locities and, in some cases, are described by ellipsoidal
or polyhedric constraints. Formally, this means that
we want to find the sets of states, and of controls that
maintain the overall system invariant wrt to the con-
straints. The violation of the constraints may have sev-
eral meanings according to the specific example: com-
munication drop-outs, etc. Note that these constraints
concern only relative motions. This means that the
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ensemble is available for motions that do not violate
those constraints.

Coordinated reachability with invariance constraints.

Coordinated descent with invariance constraints.

Switching costs.

3 Definitions

Proximal normals are direction vectors pointing out-
ward from a set, generated by projecting a point to the
set.

Proximal subgradients have a certain local support
property to the epigraph of a function. Namely, the
proximal gradient of a lower semicontinuous function f
at x ∈ dom f is, within an appropriate scaling factor, a
component of the proximal normal to the epigraph of
the function at the point (x, f(x)).

Definition 1 (Proximal subgradient) Consider θ :
<n → (−∞,∞] ∈F . A vector ξ ∈ <n is a proximal
subgradient of θ at x provided (ξ,−1) ∈ NP

epiθ(x, θ(x)).
Note that epi θ is a closed subset of <n+1.

Definition 2 (Proximal subdifferential) The set
(that can be empty) of all proximal subgradients of
θ(.) at x is denoted by ∂P θ(x). If x /∈ domθ, then
∂P θ(x) = ∅ by definition.

Next we provide an operational definition of the prox-
imal sub-gradient:

Theorem 1 [Proximal subgradient inequality] Let f
∈F . Then ξ ∈ ∂P f(x) ⇐⇒

∃σ, η : f(y) ≥ f(x)+〈ξ, y−x〉−σ ‖ y−x ‖2,∀y ∈ B(x; η)
(1)

Remark 1 (Geometric interpretation) The prox-
imal subgradient inequality asserts the existence of a
parabola p(y) = f(x) + 〈ξ, y − x〉 − σ ‖ y − x ‖2,∀y ∈
B(x; η) which “locally fits” under epi f at (x, f(x)).

Consider again the multifunction F and the associated
differential inclusion:

F : ẋ(t) ∈ F (x(t))

Definition 3 (Lower hamiltonian h)

h : <× <n ×<n → <, h(t, x, p) = min
v∈F (t,x)

〈p, v〉 (2)

Definition 4 (Upper hamiltonian H)

H : <× <n ×<n → <,H(t, x, p) = max
v∈F (t,x)

〈p, v〉 (3)

Proposition 1 Under the Standing Hypotheses on F
the lower hamiltonian h satisfies the following proper-
ties:

1. h is lower semi-continuous in (x,p) and concave
and continuous in p.

2. h is supperadditive in p: h(t, x, p+q) ≥ h(t, x, p)+
h(t, x, q);h(t, x, 0) = 0

3. v ∈ F (t, x) ⇐⇒ h(t, x, p) ≤ 〈p, v〉,∀p ∈ <n;

4. v ∈ F (t, x) + rB(r ≥ 0) ⇐⇒ h(t, x, p) ≤ r ‖ p ‖
+〈p, v〉,∀p ∈ <n

4 Results from dynamic optimization

[12]

status of research on distributed systems [24].

[11] [14] [13] [15] [16] [1] [4] [5] [7] [18] [6] [3] [2] [19] [17]

4.1 Coordinated invariance

Definition 5 (Proximal aiming condition) Pick
s ∈ projS(x(t)). If

〈f(t, x(t)), x− s〉 ≤ 0 (4)

then the state will move towards the set S.

The geometric interpretation is quite simple. For each
t, the velocity vector f(t,x(t)) has a component pointing
in a direction opposite to the direction of the normal to
the set at the projection projS(x(t)).

Remark 2 The following proposition provides a for-
mal characterization of this intuition in terms of the
decrease of the distance function to the set S.

Proposition 2 Let:

1. f satisfy the linear growth condition: ‖ f(t, x) ‖≤
γ ‖ x ‖ +c,∀(t, x)

2. x(.) be an Euler arc for f on [a,b].

3. ∀t, x(t) ∈ Ω, where Ω is an open set.
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Suppose that every (t, z) ∈ [a, b]× Ω satisfies the prox-
imal aiming condition, 〈f(t, z), z − s〉 ≤ 0, with s =
projS(z). Then we have:

dS(x(t)) ≤ dS(x(a)),∀t ∈ [a, b]

Definition 6 We denote x(a,b) the arc x from x(a) to
x(b).

Definition 7 (Weakly invariant (WI)) The sys-
tem (S, F) is weakly invariant (WI) if:

∀x0,∃x(0,∞) : x(0) = x0, x(t) ∈ S,∀t ≥ 0

Remark 3 This property is also called viability.

Theorem 2

∀x ∈ S, h(x,NP
S (x)) ≤ 0 ⇒ (S, F ) is WI (5)

Problem 1 Under which conditions can the trajectory
of a differential inclusion be steered to some compact set
S in finite time given an initial condition outside the
set.

In this section we will address local results. Later we
will discuss attainability in the context of minimal-time
functions, dynamic programming and Hamilton-Jacobi
equations.

Definition 8 (Locally weakly attainable) The
system (S, F) is locally weakly attainable of radius r if:

∃r > 0,∃T > 0 : ∀α : dS(α) < r ⇒ ∃(x : x(0) = α)∧(x(t) ∈ S,∀t ≥ T )
(6)

If, in addition,

∃c > 0 : dS(x(t)) ≤ dS(x(s))− c(t− s),∀0 ≤ s ≤ t ≤ T

Then c is called the rate of attainability of (S,F).

Definition 9 (Locally strongly attainable) The
system (S, F) is locally strongly attainable of the
corresponding radius and rate if the properties of
definition 8 hold for every trajectory of F, eventually
for different T.

4.2 Invariance with respect to a scalar field
4.3 Controls with switching costs
4.4 Degeneracy and aggregation

5 Conclusions

The coordination and control of networked vehicle sys-
tems poses significant challenges to control, computa-
tion, and networking and new developments are being

triggered by the interactions between engineering prac-
tice and its theoretical background.

In this paper, we drawn the reader’s attention to the
fact that dynamic optimization provides a rich pool of
results for the analysis and synthesis of coordinated
control strategies. Moreover, in the framework of dy-
namic optimization we are able to translate high level
specification onto workable problems without intro-
ducing additional and unnecessary constraints arising
when we consider other design techniques. The price
for this less restrictive setting is added complexity for
the design.
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