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Abstract: We consider an infinite horizon optimal impulsive control problems for which a
performance criteria is minimized by choosing asymptotically stable control strategies. We
present necessary optimality conditions in the form of a maximum principle and show how
they can be derived from an auxiliary conventional (nonimpulsive) optimal control problem.
As far as we know, results of this kind have not been previously derived for problems with
trajectories restricted to the set of stabilizing ones.
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1. INTRODUCTION

This article concerns the derivation of necessary con-
ditions of optimality for an infinity horizon impulsive
control problem in which the admissible trajectories -
i.e., solutions to the measure driven differential inclu-
sion satisfying the endpoint constraints - are asymp-
totically stable.

The dynamics are given by a differential inclusion
driven by a vector valued control measure. An infinite
horizon extension of the concept of proper solution
adopted in (Pereira and Silva, 2000) - which, in turn,
is a development of the results in (Silva and Vin-
ter, 1996) and (Silva and Vinter, 1997) - will be used.
The fundamental issue in this concept is how to ensure
a consistent definition of the state trajectory on the set
of points in which it exhibits discontinuities. In partic-
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ular, one key issue for a trajectory to be well defined
is the existence of a path joining the jump endpoints
that satisfies the singular dynamics. By this, it is meant
that the derivative of the state variable with respect to
a certain parameter is in the singular velocity set. This
parameter takes values in an interval whose length is
proportional to the variation of the control measure on
the support of the considered atom.

Let (P) be the problem

Minimize h(z(0),&) (1)
such that dz(t)eF(t, x(t))dt+G(t, x(t)) u(dt) (2)
z(0)eC, z(t)—&€S 3)
we kK. ()]

Here, F' and G are set-valued maps from [0, 00) x
R™ to, respectively, P(R™) and P(R"*?), h : R™x
R™ — R is a given function and the sets C, and S are
closed subsets of R”. K C C*([0, 00),R?) is a cone



of measures with range in a positive, convex, closed,
pointed cone K of RY, i.e., for all y-measurable A €
[0,00), u(A) € K. Moreover, a feasible control
measure ;4 may have unbounded total variation but
its total variation on any bounded set is finite, i.e.,
i(A) < oo for any finite A C [0,00) (here and in
what follows ji denotes the total variation measure
associated with ().

Obviously, intrinsic to the well-posedness of this prob-
lem is the existence of at least an equilibrium point.
The point £ € R” is an equilibrium of the dynamic
system (2) if there exists a feasible control process
(z(-),du) satisfying tll)rglo z(t)=¢, and for which

0€ lim {F(t,x(t))dt + G(t, 2(t))(dt)}

The new feature of this problem is that the optimiza-
tion is conducted over trajectories which asymptot-
ically stabilize the system over all the equilibrium
points in the given set S. This includes the case where
it is not possible to steer the state to the equilibrium
point in finite time. This feature distinguishes the
problem addressed in this article from the usual finite
time control problem.

This optimal control problem is a natural impulsive
extension of the optimal control problem addressed
in (Pereira and Silva, 2006) for which a control for-
mulation with only ordinary Borel measurable con-
trols was considered, that is, one with the data as
in (P) with K = {0}. However, in this article, the
set of admissible trajectories was restricted to the set
of those whose norm converged exponentially, with a
prescribed minimum rate, i.e.,

d

S (I2(t) = €l?) < —2ll2(t) — ¢

where ~ is some positive number. Notice that this
constraint is, in fact, of the mixed constraint type

(2(t) = )" f(a(t), u(t)) < —ll(t) - €]1%,

which can be written in the more common form
h(y,u) <0, where y = col(x, &), withy(0) € C' x S,
¥ = col(f(x,u),0),and h(y,u) = (x—&)T f(z,u) +
vllx — £||*. This definition of the stabilizing state
trajectory constraint implies that the set of feasible
trajectories is much smaller than the one considered
here.

This article contributes to the extension of the rich
body of results of optimal control theory for sys-
tems with absolutely continuous trajectories to that
of systems with trajectories of bounded variation,
(Warga, 1962; Rishel, 1965; Rockafellar, 1976; Rock-
afellar, 1981; Gurman, 1985; Vinter and Pereira, 1988;
Bressan and Rampazzo, 1991; Bressan and Ram-
pazzo, 1994; Motta and Rampazzo, 1995; Kolokol-
nikova, 1996; Dykhta, 1996; Miller, 1996; Pereira
and Silva, 2000; Pereira and Silva, 2002; Pereira
and Silva, 2004; Arutyunov et al., 2005b; Aru-
tyunov et al., 2005a). These developments have been

strongly fueled by the motivation underlying the im-
portant classes of applications - space navigation
(Marec, 1979; Dykhta and Samsonyuk, 2000), so-
cioeconomic problems (Gurman and (eds.), 2000),
resources management (Baumeister, 2001; Clark et
al., 1979; Dykhta and Samsonyuk, 2000), impact me-
chanics (Brogliato, 1996), to name just a few of the
many classes of multi-phase systems, (Zavalischin and
Sesekin, 1991) - for which dynamic control systems
naturally exhibit discontinuities.

We would like to remark that there is an appealing
engineering motivation behind this solution concept.
For important classes of engineering systems, it is of
interest to control a dynamical system that might oper-
ate in several viable configurations. These systems are
often referred to as hybrid systems, (Aubin, 2000). Al-
though transitions between configurations - modeled
here by trajectory jumps - are non productive and their
duration negligible, the way they evolve might affect
the overall performance of the system. Therefore, it is
relevant to incorporate the dynamics of the jump as an
essential aspect of the dynamic optimization problem.

This paper is organized as follows. In the next sec-
tion, the adopted solution concept is presented. This is
an infinite horizon extension of the one discussed in
(Pereira and Silva, 2000). Then, the necessary condi-
tions of optimality are stated together with pertinent
comments in section 3. A sketch of the proof is out-
lined in section 4, just before the conclusions.

2. SOLUTION TO MEASURE DIFFERENTIAL
INCLUSIONS

Let F : [0,00) x R" — P(R"), and G : [0,00) X
R™ — P(R™*7) be given set-valued functions and
w € C*([0,00); K), the set in the dual space of con-
tinuous functions from [0, o) into R? with values in
K, a positive, convex, and pointed cone in R?. Then,
the well established notation for differential systems
can be extended to describe the class of impulsive
dynamic control systems by

dz(t) € F(t,z(t))dt + G(t, z(t))u(dt), 5)
z(0) = xo.

However, it can be easily seen that this short notation
is not clear at all. More specifically, what should be
the value of =(¢) when ¢ is on the support of an atom
of 1?7 This issue is addressed by extending the solution
concept introduced by several authors (e.g., (Bressan
and Rampazzo, 1994; Silva and Vinter, 1997; Pereira
and Silva, 2000)) to (5). We will include here some
key results for the sake of the clarification of concepts.

Definition 2.1. The trajectory z, with 2(0) = xo, is
admissible for (5) if x(t) = xqe(t) + xs(t) VE €
[0, 00), where



Tac(t)=F(t) + Gac(t) - wae(t) ae.
ra(t) = /Gcmwc(r)dnsc(m /gamdﬂsa(r)-

[0,] [0,¢]

(6)

Here, [ is the total variation measure associated with
Ly Mses Msq and pg. are, respectively, the singular
continuous, the singular atomic, and the absolutely
continuous components of u, wg. is the time deriva-
tive of fiqc, wse 1S the Radon-Nicodym derivative of
s With respect to its total variation, f(-) and G (+)
are Lebesgue measurable selections of, respectively,
F(-,z(-)) and G(-,z(-)), G.(-) is a [isc measurable
selection of G(-,z(+)) and g,(-) is a [is, measurable
selection of the multifunction

G(t, z(t7); p({t})) : [0, 00)xR"x K—P(R™) (7)

specifying the reachable set of the singular dynamics
at (t,2(t~)) when the control measure has an atom
of “weight” p({t}). In order to explain the meaning
of this multifunction, the following concept of graph
completion of time reparameterization function is re-
quired (see (Pereira and Silva, 2000)).

Given a, possibly unbounded, time interval 7" and a
measure u supported on 7', a new time parameteriza-
tion is defined by associating with ¢ the range of 7j(t)

defined by [5/(t=), n(t)] if fi({t}) > 0. and by {5()}
otherwise, being

n(t) :==t+> ¢, M;(t), and
o M(-) = col(Mi(),.... My()), with M;(0) = 0,
and M;(¢t) = /ui(ds), vt > 0.
[0,t]

Definition 2.2. A family of graph completions associ-
ated with a measure p € C*(0, 1; K) is the set of pairs
(0,7) : [0,00) — RT x P(K) where : [0,00) — R
is the “inverse” of 7, and the function v : 7j(t) — R?
takes values

MO(s) it a({t}) = 0

() = / v(o)do it i({t}) > 0
n(t™)

where ji(dt) = >°7 | pi(dt) and v(-) is in V* which
is defined as the set of functions v from 7j(¢) to R?
[ots1ds = i)

7(t)

satisfying v(s) € K, and

Now, we are in position to define the set-valued func-
tion G(t,z;a) in (7). Let [o] = S0, o, w(-) be
the Radon-Nicodym derivative of p WLt i, (&,7) €
AC([0,1];R™ x R?), and the pair (6,7) be a graph
completion with (s) = 0 on 7(t).

Then, for || = 0, G(t, z; ) is given by {G(t, z)w(t)},

and, for || > 0, by the set of all vectors

£n@) —EM(t))

|al
where (£(+),v(+)) satisfies

(£(): 3 () =(G(t,E(s)v(s), v(5)),  7(t)-ae.,
being G(t,£(s)) € G(t,£(s)), v(s) €V ae. in 7(t),
with £(n(t7)) =z, and y(n(t)) —v(n(t™)))=c-

Notice that, in spite of the nonuniqueness of the graph
completions of the control measure, for a given pair
(x(t™), w({t})) with p({t})) > 0 and a given mea-
surable selection of G, z(t*) is unique only when
the vector fields associated with the columns of G are
commutative.

b

The following proposition proved in (Silva and Vinter,
1996) for the scalar valued measures is to be used
in the proof of the main result of this article. The
extension to the vector valued case is straightforward
and therefore omitted.

Proposition 2.3. Let (0,T') be a family of graph com-
pletions of . € C*([0,4+00); K) as defined above and
take y(+) a Borel measurable selection of I'(+). Then

(i) 8 and ~y are Lipschitz continuous, non-negative
functions satisfying

q

0(s) + Z"yi(s) =1 Lae.

i=1

(ii) For all Borel measurable ;1 € C*(]0,00); K),
integrable function G : [0,00) — R™*? and
Borel set T' C [0, 00), we have

/ a6 / G(r)u(dr).

6-1(T) T

(iii) For all measurable function f : [0,00) — R"
and Borel set S C [0, 00), 6(.5) is also Borel set

[ 1w | 1o

0(5)

The next result established in (Silva and Vinter, 1996)
for the particular case of scalar valued measures con-
cerns the properties of the adopted solution concept. It
involves two main aspects: robustness and the equiva-
lence relationship between the impulsive control prob-
lem and the associated conventional control problem
obtained by reparameterization. The extension to sys-
tems with vector-valued control measures with com-
mutative singular vector fields is straightforward as
this problem can be easily reduced to the former. Fur-
thermore, the necessary modifications in order to en-
compass the noncommutative case, the one considered
here, are minor and are omitted.

Proposition 2.4. Consider multifunctions F' and G
with domain [0, +00) x R"™ satisfying:



(i) F(t,-) and G(,-) have closed graphs and takes
as compact sets in, respectively, R™ and R"*? as
values,

(ii) F is Lebesgue x Borel measurable and G is
Borel measurable, and

(iii) F(t,z) and G(t,z) are convex valued for all

(t,z).

Consider T > 0 and take a sequence {z}} in R"
and a sequence {y;} in C*(]0,T]; K), and elements
xo € R" and pp € C*([0, T; K) such that, as i — oo,
xy — w0 and p; —* p. Take also a sequence {x;}
in BV ([0, T]; R™) such that z;(+) is a solution to (5)
in the sense of Definition 2.1 with u; in place of u.
Consider the following inclusion

Y(s)EF(0(s), y(5))0(s)+G(0(s), y(s))¥(s) (8)

almost everywhere in [0, T']. For each 4, assume the ex-
istence of 3(t)€ L' and ¢ > 0 such that F'(¢, z;(t))C
B(t)B a.e. and G(t, x;(t))CeB for all t.

Then, there exist:

a) a sequence of processes (y;,0;,7:), solution to
(8) with y;(0) = {,

b) (y,0,~), solution to (8), with y(0) = x, and

c) asolution x to (5),

such that x;(t) = y;(n:(t)), and z(t) = y(n(t)),
Vt € (0,T). Furthermore, along a subsequence, we
have dz; —* dz and z;(t) — x(t) forall t € ([0,7]\
M,) U {0,T} (where M,, denotes the atoms of 1)
and y; — y strongly in C([0, T]; R™).

Here, the notation dz;— *dz means the weak™® conver-
gence of measures dz; to dz.

3. THE NECESSARY CONDITIONS OF
OPTIMALITY

In this section, we state necessary conditions of op-
timality that are proved under the following set of
assumptions.

H1 h is Lipschitz continuous in its arguments.

H2 F is measurably Hausdorff Lipschitz with con-
stant Kr(-) € L.

H3 G is continuous in ¢ and Hausdorff Lipschitz
with constant K.

H4 F and G are convex and compact valued set-
valued maps with closed graphs.

H5 C and S are compact sets in R™ and K C RY is
a positive, pointed, convex cone.

These are by no means the weakest assumptions under
which necessary conditions of optimality for impul-
sive control problems can be proved. At this stage, we
do not worry about non-degeneracy. However, it is not
difficult to show that if a certain endpoint controlla-
bility assumption holds, then the stated conditions are
always informative.

Theorem 3.1. Let (z*, u*) be a solution to problem
(P) whose data satisfies the hypotheses stated above.
Then, there exist a nonnegative number A and a func-
tion of bounded variation p satisfying A + ||p|| # 0
and

(—dp(t),dz"(t)) € O[HE(t) + Hg (t)wg,()]dt
+ OHg(t)dpg.(t)
+O0He(t, 2" (t7), p(t7); prsq ({t}))dfis, (1),
Vte(0, 00),
(p(0), =C) €Ag(210),£")+Nexs(210),£7),
where (€", €)= lim (" (6) p(1)

0> ok (HE(1)  Vte[0,00),
0=0x(Hg(t)) = Hg(t)ve(t),
[hse A€,

VtESupp(z,), 3 (7, G ) : [0, 00) = R KR
(K1:=K NB1(0)) satisfying:

(—Gi(5), &7 (5)) € OHa (1 £ (), Gi(5))vy (s) -ace.
0=ox(Ha(t,& (s),Gi(s)) 7-ae.
= Hal(t, & (s), G (s))vf (s) 7-a.e
(&5 C)(n(E™)) = (2"(¢7), p(t7)),
(&5 G (n(8) = (27 (1), p(t)),

with vy € V¥ suchthat [ vy (s)ds = ul,({t}).

t
A(t)

Here,

e 7 and 7 are as defined in the previous section;

o p(dt) = wg (t)dt + pg.(dE) + p,(dt) is the
usual canonical decomposition of the measure
1*, whose continuous part is denoted by dy};, and
the Radon-Nycodim derivative of du}, w.r.t. its
total variation measure, fi%., by vi,;

o Hi(t) and HE(t) are short representations of
the Hamiltonian functions Hg (¢, z*(t), p(t)) and
Hg(t,z*(t),p(t)), respectively, which are de-
fined by:

Hi(t) = max{(p(t),v) : veF (¢, z"(t))}

B30 = EL wcato) Hocsemmirin
where

(he(t),v2(0) = max {(p(0), Glt,a" (1)w)},
and

(hg(s),vi (s)) = cmax {{Gi(s), G(L, & (5)w).

Here, v}(t) denotes w,.(t) and vZ.(t) on the
supports of the, respectively, absolutely contin-
uous and singular continuous components of the
optimal control measure u*;



e The generalized gradients of the Hamiltonian
functions are taken with respect to the pair
(z*,p) or their graph completions at time t,
(& ¢

e ok(+) denotes the usual support function to the
set K;

e Supp(u) denotes the support of the measure y,
i.e., the smallest set of points S C [0,00) for
which ([0, 00) \ S) = 0.

Obviously, the solution to the measure driven Hamil-
tonian inclusion appearing in these conditions is in-
terpreted in the same sense as that presented and dis-
cussed in the previous section.

By examining these conditions, it seems at first that
they only provide a characterization of the support of
the optimal control measure. However, these condi-
tions, together with all the constraints of the problem
suffice to determine the optimal control process.

4. SKETCH OF THE PROOF

Let (z*, u*) be an optimal control process for problem
(P)-
Let us construct the sequences {a;} and {m;(-)},

respectively in R” and in L}, ([0, o)), satisfying:

loc

a; € C, and a; — 2*(0)

m;(t) € K and m;(t)dt —* du”(¢).

We recall that the later means that, V¢ € C(]0,00)),

/ S(Hyma(t)dt — / S (2).
0 [0,00)

It can be shown that there exists a trajectory x; solu-
tion to

zi(t) € F(t, xi(t)) + G(t, zi(t))mi(t)

with z;(0) = a;, and satisfying @;(¢)dt —* dx*(t)
and, also, x;(t) — x*(¢), a.a. t € [0,00), as i — oo,
see (Silva and Vinter, 1996; Silva and Vinter, 1997).

Now, we consider an increasing sequence of posi-
tive numbers {7;}, with T; 1 oo, such that |z;(T;)—
z*(T;)] — 0 asi — oo, and construct the auxiliary
problem

(P;) Min. ®;(a,x,m)
s.t. () € F(t,z(t)) + G(t, z(t))m(t)
m(t) € K* := K Nr;B1(0)
a.e.in [0,7;]
z(0)=acC

where

Tyi= 1 max 5 (I e, o,73)) 5

i(a,z,m) = g(a, (7)) + ||2(T3)) — 2:(T3)|1*+

/ lx(t) — 2" (t)|*dt + Mds((T;)).
0

Here, M is a certain positive constant and dg(a)
denotes the distance of the point a to the set S.

Denote by w the treble (a, z, m), and let W; be the set
of all w’s feasible for (P;) with £(0) = a endowed
with the norm || - ||w, defined by

T; T;
Juwllw, i=lal + [ la(olat + [ mcp)at
0 0

It can be shown that (W;, || - ||w, ) is a complete metric
space and that there exists a sequence of positive
numbers {¢;} satisfying £; — 0 satisfying

() < inf {9, 2,
P;(w;) < wlélvai{q)z(w)} +e&;

where w; = (a;, x;, m;) is as defined above.

The requirements of Ekeland’s variational principle
are met and, therefore, we conclude that there exists a
sequence w} = (a},x},m}) € W, which s a solution
over W; to a new auxiliary optimal control problem
(P;) whose cost functional is ¢t (w) +&; ||w — w||w;,.
Moreover, w; satisfies ||w; — w|| < ¢; and it can be
easily shown that af = x}(0) — 2*(0), and that, on
[0, T3], m?(t)dt =* du*(t) and =7 — z* a.e..

Now, by applying the necessary conditions of opti-
mality, along the lines of the ones in (Pereira and
Silva, 2000), to (P;) with wy as a reference, we obtain
a multiplier (\;, p;) satisfying certain Hamiltonian in-

clusion, boundary and a maximum conditions.

By taking the limits of conveniently extracted subse-
quences we obtain the conditions stated in the main
result of this article. We draw the attention to the fact
that the reparameterization technique described in sec-
tion 2 is used in order to characterize the state trajec-
tory along the arc joining the jump endpoints. More-
over, we note that, relatively to the result in (Pereira
and Silva, 2000), additional technical difficulties arise
here due to the fact that now the final time 7; is not
constant for all terms of the sequence of auxiliary
problems but becomes unbounded.

5. CONCLUSIONS

In this article, necessary conditions of optimality in
the form of the Hamiltonian inclusions were given
for an infinite horizon control problem whose state
trajectories are required to be asymptotically stable
and the equilibrium point is constrained to a given
closed set. Various comments relating the obtained
result are included.



A critical role is played by the solution concept which,
together with the notion of equilibrium, is introduced
for such a class of problems. A sketch of the proof is
outlined.
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