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Abstract

In vivo observation and tracking of cell division in the
Arabidopsis thalianaroot meristem, by time-lapse confocal
microscopy, is central to biology research. This paper dis-
cusses an automatic cell segmentation method, which se-
lects the best cell candidates from a starting watershed seg-
mentation. The selection of individual cells is obtained us-
ing a Support Vector Machine (SVM) classifier, based on the
shape and edge strength of the cells’ contour. The result is
an improved segmentation, which is largely pruned of badly
segmented cells.

1 Introduction

Cell division in plants is concentrated in specialized re-
gions known as meristems [3]. In theArabidopsis, the most
important meristem is located at the tip of the root and per-
petuates its pattern by cellular division. However, the mech-
anism by which cell division is controlled is not completely
known. Development biologists studying roots find difficult
to cope with the great amount of data, which requires the de-
velopment of image analysis tools to automatically extract
information, such as identifying cell division and growth.

The first step for automated cell division identification
is cell segmentation in the root images. Segmentation is a
difficult problem due to the image acquisition process, the
data’s variability and the noise. We present a first step to
the segmentation by designing a method that selects well
segmented cells from a set of possible segmented regions.

This paper is organized as follows: Section 2 describes
the image data acquisition. Section 3 describes the proposed
approach. Section 4 presents and discusses the obtained re-
sults. Finally, conclusion is presented in Section 5.

2 Image acquisition

The database used in this work was obtained using an
automated confocal microscope image-acquisition process.
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Images are acquired every 10 or 15 minutes and the experi-
ments last 10 hours to more than a day. Green Fluorescence
Protein (GFP) is used to mark the cell walls. One problem
with this type of image acquisition is the bleaching of the
images caused by the degradation of the protein compound.

3 Methodology
Our system has three main stages:

• Pre-processing: image registration and filtering;

• Segmentation: watershed segmentation, contour extrac-
tion and description;

• Classification: Support Vector Machine (SVM) contour
classification.

This system is novel in its structure and introduces novel
parts such as collaborative filtering and SVM contour clas-
sification.

3.1 Pre-processing

The direction of the root in the acquired images is not
constant, due to the irregular growth of the root. To obtain
a normalized imageIr from each input imageI, we use an
estimation of the central line as in the method described by
Garciaet al. [5] to perform a rotation.

To improve the quality of the images, prior to segmenta-
tion we apply a denoising by sparse 3D transform-domain
collaborative filtering (BM3D) [4] using an appropriate
varianceσ2

filt for the estimated noise.

3.2 Watershed segmentation

In order to segment the cells, we apply a watershed trans-
form to the filtered images. The resulting segmentation is
the set ofn regionsRi (i = 1, ..., n) obtained from the wa-
tershed transform.

Usually the direct application of the watershed transform
to an image leads to over-segmentation. In theArabidopsis
confocal images, it is difficult to establish a strategy to avoid
over-segmentation which remains valid for a whole exper-
iment. This is due to the variability of the root size in the
image and to the bleaching effect. Our approach is to prune
badly segmented regions after the segmentation step.



(a) Original Image (b) Ground truth

(c) Watershed segmentation (d) SVM pruned segmentation

Figure 1. Original image and resulting seg-
mentation of the proposed method.

3.3 Classification

We obtain the contourci of each regionRi by the extrac-
tion of its points, starting from the leftmost one in a clock-
wise order. We describe each region’s contour by its shape
and underlying image pixel’s edge strength. The shape is
given by the Discrete Cosine Transform (DCT) of the dis-
tance between each contour point and the contour’s cen-
troid. The edge strength at the contour’s pixels is charac-
terized by the phase symmetry measurePhSym(ci) [6].

In order to prune the watershed segmentation, we clas-
sify each regionRi into cell Cj or non-cell, based on its
vector descriptor, using a Gaussian kernel SVM [2]. The
classifier training and testing is performed as follows:

Training: For each image, we applied the segmentation
using different filtering sigmasσfilt. For each image we
labeled segmentation regions that correspond to cells and
those which are clearly wrong (non-cell). We do not per-
form full annotation since some cases are ambiguous.

Testing: using the SVM model, given a new segmenta-
tion region’s descriptorDi, we can automatically classify
that region as cellCj or non-cell. Performing this operation
for all regions, we obtain an SVM pruned segmentation im-
age with all the regions classified as cells (Fig.1(d)).

4 Results and Discussion
We selected images from 16 experiments, from which

9 were used for training and 7 for test. In total, we used
68 images for training, containing 5125 manually selected
cells. For test, 12 images were used, with 1421 manual
segmented cells, used as ground truth for evaluation.

Applying the methodology described, we obtain an im-
age with an SVM pruned cell segmentation (Fig.1(d)). Now
we compare the SVM pruned result with the direct result of
the watershed segmentation.

Table 1. Performance results of the SVM clas-
sification and the watershed segmentation.

method watershed SVM
σfilt 20 30 40 20 30 40
F-measure 0.817 0.821 0.825 0.831 0.836 0.837
FP 156.7 123.5 107.5 61.7 57.3 51.1
FN 25.8 24.7 26.9 64.6 52.9 51.8
performance 0.38 0.43 0.46 0.51 0.55 0.56
For evaluation of the segmentation results, we map each

region classified as cellCj to the best fitting ground truth
regionGTk (Fig.1(b)). To obtain this mapping we use the
F-measureF [1]. Cell regionCj is mapped toGTk if the
F-measure between themF (Cj , GTk) is above a thresh-
old th = 0.6. If there is one and only one cell regionCj

mapped to a ground truthGTk, we consider that cell re-
gion as well classified. All measures were calculated for
each image and averaged over all images. The results are
presented in Table 1, where performance is the ratio of cor-
rectly classified cells regions according to the ground truth.

We can conclude that, using our approach, we are able
to reduce false positives in at least 50% and create a seg-
mentation which has at least 10% more correctly segmented
regions. We obtain an increase of the F-measure with the
SVM pruned segmentation (1.5% approx.), even if it does
not modify the segmentation of the cells.

5 Conclusion
In this work we introduced an approach to automati-

cally select the segmentation of cells in plant confocal mi-
croscopy using an SVM classifier. Using this approach we
are able to prune most of the wrongly segmented cells im-
proving the performance of the resulting segmentation.
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