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APPROXIMATE NONLINEAR FILTERING FOR A
TWO-DIMENSIONAL DIFFUSION WITH ONE-DIMENSIONAL
OBSERVATIONS IN A LOW NOISE CHANNEL*

PAULA MILHEIRO DE OLIVEIRAT AND JEAN PICARD?

Abstract. The asymptotic behavior of a nonlinear continuous time filtering problem is studied
when the variance of the observation noise tends to 0. We suppose that the signal is a two-dimensional
process from which only one of the components is noisy and that a one-dimensional function of this
signal, depending only on the unnoisy component, is observed in a low noise channel. An approximate
filter is considered in order to solve this problem. Under some detectability assumptions, we prove
that the filtering error converges to 0, and an upper bound for the convergence rate is given. The
efficiency of the approximate filter is compared with the efficiency of the optimal filter, and the order
of magnitude of the error between the two filters, as the observation noise vanishes, is obtained.
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1. Introduction. Due to its vast application in engineering, the problem of fil-
tering a random signal X; from noisy observations of a function h(X;) of this signal
has been considered by several authors. In particular, the case of small observation
noise has been widely studied, and several articles are devoted to the research of
approximate filters which are asymptotically efficient when the observation noise van-
ishes. Among them, one notices a first group in which a one-dimensional system is
observed through an injective observation function h (see [4, 5, 7, 1]); in this case,
the filtering error is small when the observation noise is small, and one can find effi-
cient suboptimal finite-dimensional filters. The multidimensional case appears later
with [8, 9], but an assumption of injectivity of h is again required; in particular, the
extended Kalman filter is studied in [9]. See also previous work by Krener [6] for
systems with linear observations. When h is not injective, the process {X;} cannot
always be restored from the observation of {h(X;)}, so the filtering error is not always
small; such a case is studied in [3]. However, there are some classes of problems in
which {X;} can be restored from {h(X3)}; in these cases, the filtering error is small,
and one again looks for efficient suboptimal filters. For instance, {X;} is sometimes
obtained from {h(X;)} and its quadratic variation; see [2, 10, 11, 13]. Here, we are
interested in another case in which h(X}) is differentiable with respect to the time ¢,
and {X;} is obtained from {h(X;)} and its derivative. As opposed to [9], the exis-
tence of a Lipschitz inverse of h is not assumed in this paper, as the dimension of the
measurements that we consider is lower than that of the state. More precisely, we
consider the framework of [12], which we now describe.

We consider the two-dimensional process X; = (x,gl), xﬁQ)) given by the It6 equa-
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tion

daf) = fi(af? @) dt,
(1.1)

da® = fo@V,af?)dt +o(af),2f”)) dwy,
with initial condition X, = (a:él),x((f)), and we are concerned by the problem of
estimating the signal X; when the observation process is modelled by the equation

(1.2) dyy = h(z\V) dt + e duy,

where {w;} and {w,;} are standard independent real-valued Wiener processes and

¢ is a small nonnegative parameter. In particular, if fi(z1,22) = x2, then xgl) is

the position of some moving body on R, x§2) is its speed, the body is submitted to
a dynamical force described by f; and to a random force described by o, and one
has a noisy observation of the position. This class of problems arises in practice in
tracking RADAR applications, for instance, as well as in control and communications
engineering. The use of the method of proof introduced in [7] and later extended to
[9] in the class of systems (1.1)—(1.2) is not covered by previous work.

If e = 0 and if the functions h and x5 — fi(z1,z2) are injective, then the signal
X, can (at least theoretically) be exactly restored from the observation; we are here
interested by the asymptotic case € — 0, and we look for a good approximation of
the optimal filter

X =@M, 2) = E[X; | 55,0 < s <1].

This approximation should be finite-dimensional (a solution of a finite-dimensional
equation driven by y;).

The same problem has been dealt with in [12] (with o constant) by means of a
formal asymptotic expansion of the optimal filter in a stationary situation. Our aim
is to work out a rigorous mathematical study of the filter proposed by [12], namely

the solution M; = (mgl), mﬁz)) of

(1.3) dM; = f(My)dt + Ry[dy, — h(m{")dt),
QO(Mt)Flg(Mt)
(1.4) R, W (m{M)e ,
o (M)
13

with Fio = 0f1/0x2 and with initial condition My = E[X,]. This filter does in fact
correspond to the extended Kalman filter with stationary gain if one neglects the
contribution of the derivatives of f other than 9f;/0x2. The stability of this filter is
not evident and requires some assumptions. When it is stable, we prove in this work
that

(15) o) —mi) =0, 2P —mP = 0,
and

(1.6) #—m =0, 2P -n?=0(F).
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We also verify that (1.6) can be improved when o is constant, h is linear, and f; is
linear with respect to xo. (This case will be referred to as the almost linear case.)
The proofs follow the method of [9].

The contents are organized as follows. In section 2, we introduce the assumptions
which will be needed in what follows, and we study the filtering error as £ converges
to zero; more precisely, we obtain the rate (1.5). In section 3, the error between the
approximate filter and the optimal filter is studied, and we prove (1.6). Section 4 is
devoted to the almost linear case. Results of numerical simulations that illustrate the
performance of this approach are included in section 5.

Notation. The following notation is used:

~[4] 5=[2] mete o

_ Fll F12 ! __ 0 0 3 3 . _ 0%
F= P R and ¥’ = s, w,, are the Jacobian matrices of f and ¥; Vo® = Xy

is either a 2 x 2 matrix (if ® is R%-valued) or a line-vector (if ® is real-valued); see
section 3. The symbol * is used for the transposition of matrices.

When describing the behavior of approximate filters, we will write asymptotic
expressions with the meaning given by the following definition.

DEFINITION 1.1. Consider a real- or vector-valued stochastic process {&}. If 8
is real and p > 1, we will write that

&=0E") in LP

when, for some ¢ >0, a > 0, and some positive constants C1, Ca, c3,
O [e3
E[llg )" < Zremeat/=" 4 Cye?
5

fort > 0 and € small. In this situation, the process {&} is usually said to converge
to zero with rate of order €%, in a time scale of order €.

2. Estimation of X; — M;. The following assumptions will be used throughout
this article. The last one depends on a parameter 6 > 1.
(H1) Xy is a random variable, the moments of which are finite.
(H2) {w;} and {w,} are standard independent Wiener processes independent of
Xo.
(H3) The function h is C® with bounded derivatives, and A’ is positive.
(H4) The function f is C® with bounded partial derivatives, and Fyo = df;/0z5 is
positive.
(H5) The function o is C? with bounded partial derivatives.
(H6.6) One has

| =

for any x = (x1,x2).
Remark 2.1. In order to reduce the notation in (H6.6), system (1.1)—(1.2) has

been rescaled. Indeed, if we assume instead that one has
L _ o

< 2@
ag

< M) 6,
<—5<

Flg(l') < 6
— F —

|
| =
SO
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for any x = (1, z2) and for some positive &, H, and F and if we replace the processes
:cgl), x§2), and y; by xﬁl)/(aﬁ), x§2)/a, and y; /(6 FH), then the functions fi, fo, o,
and h are replaced, respectively, by

f1(6Fm1,5m2) / (5F)7 fg(&F.’El,&.’ﬂz)/&,

o(cFzy,029) / 5, h(gFz) [/ (6FH),

and ¢ is replaced by /(g FH). We can apply the filter (1.3) to this new system, and
we obtain mgl)/(ﬁﬁ) and mf)/&. This shows that the problem can be reduced to
the case 6 = F = H = 1.

Assumption (H6.6) says that the system does not contain too much nonlinearity;
when it is not satisfied, there may be a small positive probability for the filter to lose
the signal (see [10] for a similar problem). This is a rather restrictive condition, so
we discuss at the end of the section the general case in which it does not hold.

We consider the system (1.1)—(1.2) and the filter (1.3). We let F; be the filtration
generated by (X, w;, w;) and )y the filtration generated by (y:).

THEOREM 2.1. Assume (H1)-(H5). For 1 < § < 2/, if (H6.5) holds, then one
has

o) —mf) = 0, 2P —m? = 0"

in LP for any p > 1.
Consider a change of basis defined by a matrix T and its inverse T~ !, where

2/e -1 Ve/2 Ve/2
T def 1
0 1 0 1
Then consider the process
def
(2.1) Zy = T(Xy — My).

We are going to check that Z; is the solution of a linear stochastic differential equation;
the study of the exponential stability of this equation will enable the estimation of
both components of Z;, and the theorem will immediately follow.

An equation for Z;. From (1.1)—(1.3), we have

d(Xy — My) = (f(X¢) = f(My))dt — Ry(h(x(") — h(m{"))dt

0 _\/25 o (M) Fra(M;)
+ w(m{) [ e ] .
o(X) —o (M)

In this equation, we introduce the Taylor expansions for the functions f and h,

F(Xe) = f(My) = F(&, pue) (Xe — M)

and

h(ztY) = h(m{) = K () (2" —mY),
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where {& 1}, {u¢}, and {n;} are R%- and R-valued processes depending on {X,} and
{Mt}a and

Fii(&)  Fia(&)

For(pe)  Fao(pu)

F(é-tv Mt) =4

We obtain a linear equation for X; — M;. By applying the transformation (2.1), we
deduce for Z; an equation of the type

d
The precise computation shows that
—1 At e
Ay =T(F(&, ) — ReH ()T = o + Ay,

and where th is a 2 x 2 matrix-valued process which is uniformly bounded as e
converges to 0; similarly, the matrix-valued process Uy is also uniformly bounded.
Stability of A;. If § =1, then Y = Fj5 = 0 =1, so A; is the constant matrix

= -1 1
At_|:_1 _1:|7

and

In the general case § > 1, the coefficients of A; + A} can be controlled so that this
matrix is uniformly close to —2I if § is close to 1; in particular, for 1 < § < 21/%,
there exists 0 < o < @’ < v/2 such that

At + AI S *O[/\/éj
and, therefore,

N «
(2.3) A Ap <=2l

if € is small.
End of the proof of Theorem 2.1. Our goal is now to deduce an estimate of Z; in

L2 for the p integer. From It&’s formula and (2.2), the process || Z;||> = Z; Z; is the
solution of

A Zi| = 77 (Ar + A Zs dt + trace(UrUy) dt + 2 22U, [ duwy ] .

dwy
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We deduce that the moment of order p of ||Z;||? is finite and that
d — * * — *
T BUZ ) = p E| 2225 (Ac+ A} Zi) + p B[ Zi]|**trace(U; UL)]

+2p(p = 1) Bl Z|* U7 Z:| ] -

From (2.3), one has
e
Ve

As a consequence of the Cauchy—Schwarz inequality, one has

U7 Ze||* < trace(Uy Uy) (| Z:|* -

Zi (Ar+ Af)Zy < 1Z¢ 1.

Thus we obtain the inequality
d @
%E[IIZtIIQ”} <-p ﬁEHIZtllzp] +p(2p — 1) B[|| Z,||**~*trace(U; Uy)]
@
< —p—=E[|| Z||*] + CLE[|| Z:]|**~2].
SN WZe 1]+ CoEfl Z:]1777]

Moreover, there exists Cz/) such that

CollZe|*P 7% < p 5= Z|I* + CpelP= D2,

|
2\/e
and so

[0
—pE
2\/Ep

By solving this differential inequality, one obtains that, for some C}/ > 0,

d -
ZElZ:]*] < [1Z2]/%] + G072

(2.4) E[|1 2|} < Cyler/? + Gy El|Zo|*) e~ 7t/ V).

Thus Z; is (’)(51/4), and the order of magnitude of the components of X; — M; follows
from (2.1) and the form of T 1. d

We remark in (2.4) that the time scale of the estimation is of order /¢; one can
compare it with the time scale € obtained when the observation function is injective
(see, for instance, [7]). This means that here it takes more time to estimate the
signal, and this is not surprising since the second component of the signal is not well
observed. There are also other systems where the time scale is not the same for the
different components of the signal (see [10]).

In Theorem 2.1, we need the assumption (H6.6), which is a restriction to the
nonlinearity of the system; otherwise, it is difficult to ensure that the filter does not
lose the signal. (This problem also occurs in [10].) Actually, we have chosen the filter
(1.3) because it gives a good approximation of X; (see the next section), but it is not
the most stable one. If in (1.4) we replace the processes o(M;), Fi2(M;), and h'(mgl))
by constant numbers &, F, and H, then we obtain a filter with constant gain; we can
again work out the previous estimations and prove that the result of Theorem 2.1
holds for this filter without (H6.6) as soon as

: !/
ma)iFm < 2mlI}h .
F H
Thus we have two filters—a filter which is stable and tracks the signal under rather
weak assumptions and the filter (1.3) which seems more fragile but gives (under good
stability assumptions) a better approximation of the optimal filter.
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3. Estimation of X; — M;. The main result contained in this section is The-
orem 3.1, which states the rate of convergence of the approximate filter considered
in this paper toward the optimal filter. In order to give a proof of this theorem, a
sequence of steps is needed: a change of probability measure, the differentiation with
respect to the initial condition, and an integration by parts formula. A similar method
of proof is adopted in [9]. As in Theorem 2.1, we may have a problem of stability in
the general nonlinear case.

THEOREM 3.1. Consider a finite time interval [0,7]. Assume (H1)-(H6.6) and
the following:

(H7) The law of Xo has a C* positive density po with respect to the
Lebesgue measure and Vpo(Xo)/po(Xo) is in L2,
If § in (H6.6) is close enough to 1, in the sense that 1 < § < 2%/9, then the filter M,
given by (1.3) satisfies

i) —m =0@), P -m? = 0(e)
in L2.

The rest of this section is devoted to the proof of this theorem.
Consider the matrix

1 20(My)Fia(My) 55 o (M)
(D) (D) € (D)
def B (my ) B (my ) B (my )
t = )
o(M, 20 (M,
,(35 o(M), [ Jt) e/
h (mt ) h (mt )FIQ(Mt)

which depends only on M;. Notice that P; is the solution of the stationary Riccati
equation

(3.1) —éaﬂwmmuma+ﬁwma+aﬁmm+zwmymm:o

with

ﬂmp[gﬂﬁm}

and that the process Ry of (1.4) is

P,
(3.2) m:ﬁmwm

We will also need the inverse of P;, namely,

Wm0y, | 20 o W)
K o (M) Fyo(M;) o (M)
Pl =
W) ! wh'(mS))Fu(Mt)gl/z
o (M) o (M) o (M)

Change of probability measure. Our random variables can be viewed as functions
of the initial condition Xy and of the Wiener processes w and w. We are going to
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make a change of variables; in view of the Girsanov theorem, this can be viewed as
a change of probability measure; however, all the estimations will be made under the
original probability P. Thus consider the new probability measure which is given on
]:t by

dp

| =1
dpP ¢

Fi

b

where
1 1 i 1 1 i 2 1
Ly :exp{—a/o h(zW) dw, — 7 ) (! ))ds}.

The probability P is the so-called reference probability, and one checks easily from
the Girsanov theorem that y;/e and w; are standard independent Wiener processes
under P. Let us define now the probability measure P on F; by

@
dp

Fi

where
t 1 t
A7t =exp {/ Y (M) PN (X — M) dws — 5/ (% (M) P H( X, — My))? ds} )
0 0
Then the processes
t
Wy = wy — / Y (M) PN (X, — M) ds
0

and y; /e are standard independent Wiener processes under P. On the other hand,
one has

(3.3) dX; = f(Xy) dt + (X)X (M) PN X, — M) dt + X(X,) day
and
t
log(LiAs) = / h(z{V) dy, — o 2/ h(x ds—/ Y (M) P (X — M) di,
(3.4)

—5/ (% (ML) P (X, — M) ds.
0

Differentiation with respect to the initial condition and an estimation. The ran-
dom variables involved in our computation can now be viewed as functions of X,
{w:}, and {y:}; let us denote by Vg the differentiation with respect to the initial
condition Xy (computed in LP). In particular, we can see on (3.3) and (3.4) that the
processes X; and log(L;A;) are differentiable, and we obtain matrix- and vector-valued
processes, respectively. Our aim is to estimate the process

(3.5) Vi @ (Volog(LAy) (VoXi) ™! + (X¢ — My)* PP YU
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with

o[y gl o[s V)

Then an integration by parts will enable us to conclude.
By applying the operator V to (3.4), one gets

1 [t
Volog(LiAt) = ;2/ h’(mgl))voxg) (dys — h(xgl))ds)
0

(3.6) - /Ot Y (M) P, Vo X, (dwg + XF (M) Py (X — My)ds)

1 t t
= g/ W (z(M)Voz V) dﬁ;s—/ Y (M) P Vo X, dws .
0 0

We can also differentiate (3.3), and, if ¥’ is the Jacobian matrix of X, we obtain
d(VoX:) = [F(X;) + (X)) X" (M) P71 Vo Xy dt + ¥ (X)) Vo Xy dwy.
The matrix VX, is invertible, and It&’s calculus shows that

A(VoX,) ' = —(Vo X)) HF(X,) + S(X)S (M) Pt — $%(X,)] dt

(3.7) .
—(VoX:) 'Y (Xy)dwy .

From this equation and (3.6), one can write that

1 _
d (Volog(LiAy)(VoXy) ™) = gH(Xt) dwy — X% (M) Pt dwy
~Volog(LiA)(VoX:) 12 (Xy) dwy
(3.8) —Volog(LiA)(VoX:) ™
[F (X)) + S(X)S* (M) Pt — S(X,))dt
+X5 (M) P7YS (X )dt
since one has 1/ (2{)Voz!" (Vo X,)~! = H(X,).

On the other hand, from the equations of X; and M; ((1.1) and (1.3), respec-
tively), one has

d(X, — My) = [f(X,) — F(M)] dt — Re[h(z)) = h(m{)] dt — Ree diwy + S(X) dw -
By writing the differential of Pt_1 in the form

apt =g at + 72 dw,,
we obtain

d (X, = M) P7Y) = [f1(X0) = £ (My) = Ry (h((") = h(m{"))] P dt
(3.9) +X*(Xy) P dw; — e Rf P duy
H(X, = M) [TV dt + 2 dw,) — e RF P at .



1810 PAULA MILHEIRO DE OLIVEIRA AND JEAN PICARD

One can write the Taylor expansions for f and h,
f(Xe) = f(My) = F(M)(Xe — M) + ¢,
W) = h(m{") = H(M;)(X; = My) + 7,
with
il < CIXe = M, el < Clay? = mVP2.

By using these expansions together with the consequence of (3.2),
_ 1,
H*(M)R; P = 5 H* (M) H(My),

in (3.9), we obtain

1

d(X, — M)*P7 Y = (X, — My)* (F*(Mt)Ptl — 8215(*(1\4,5)15{(1\@)) dt

+3*(X) Pt dw; — € R} Pt duoy
+(X, — M) I dt+ TP dw,) — e Ry dt
+(¢; —vRy) P dt.
By adding this equation to (3.8), we obtain that the process V; of (3.5) satisfies
dViU™) = — VUV F(X,) + S(X) S (M) Pt = 2 (X))dt — ViU 5(X;) duwy
+§H(Xt)du’)t — X (My) P rdwy + BF (M) P (X)) dt
(3.10) +(X; — My)*Sydt + (Xy — My)* P Y (X)) dwy + S (X,) Pt dw,
—eR; P N dwy + (Xy — M) [TVt + TP dwy] — eR; TP dt
+(¢; — RPNt
where S; is the matrix given by

de 1 * * _ _
s, — g H(M)HQM,) + F (M) P+ PTUF(X)
(3.11)
+PIS(X)SH (M) P = PSR (X))

Consider also the matrix-valued process

(3.12) A Y U R(X) + DX (M) P - YA(X)U

Then (3.10) can be written in the form
g = Vit VU (X)Udw, + I dt+ I dwy + I iy,
Vo = (Xo — Mo)* Py 'U,
where
IO = S (MYPIS (XU + (X, — M) SiU + (X, — M) ST
—eR; 10U + (85 — wR)) P,
TV = (37(X,) = S5 (M) P + (X — My)™ P YS/ (XU,
J® = éH(Xt)U —eR;P7IU + (Xy — My)* JPU

= L(H(X) ~ HOM))U + (X, ~ M)* /20
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apply (3.2) for the last line). We deduce that E[||V,||?] is of order =3 and that
(apply

d
ZE[|Vi|]?] = EIVi(A; + A5V + 2BV
(3.14) dt

FE[|V:U'S (XU + IV + B[ 5.

We have to estimate the terms of the right-hand side.
By computing the matrix A;, we obtain that

with

AP = AP =~ (m)o (X0,

B (m)) Fia (M)

;1?2):—2F12<Xt)—h’(m?))o(Xt)”"(Xf)\/ o(M)

B (m{") Fra (M)

AP = W (mi)o(X0) - 20<Xt>¢ AR

and gt is uniformly bounded. As in the proof of Theorem 2.1, we see that, if § =1,
then the matrix A; is simply

- -1 -1

A = { 1 -1 } ’

which satisfies
A+ Ay = -21.

Thus, for 0 < o < /2, when § is close enough to 1, that is, 1 < § < 22/9, and when ¢
is small enough, we have

" «
(3.15) A+ Af < v

We also notice that

« (0]
270V < ﬁuw +CVe| I

and that
VU1 (XU + 10| < CIVil + 2117
because U~1Y/(X;)U is bounded. Thus (3.14) implies that, for small ¢,

@

3/
4

+2 BlIM )2 + E[IIO 3.

d
ZEIViI) < == BlIVill*) + OVe Bl |P)

(3.16)
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Let us first estimate Jt(?’). We deduce from the Riccati equation (3.1) satisfied by
P, that the process S; defined in (3.11) satisfies

Sy = (F*(My) — F*(My)) Pt + P (F(Xy) — F(M))
FP7H(S(X) — S(M)) S (M) Pt — P (X),
By computing this matrix and applying Theorem 2.1, we check that

0(577/4) 0(575/4)

Si = O™ O(e=3/*)

in the spaces LP. Thus
(Xt — Mt)*StU = 0(671).

The term ¥*(M;)P; 'Y/ (X;)U is easily shown to have the same order of magnitude.
On the other hand, by looking at the equation of M; and by applying 1t6’s formula,
we can prove that, for any C? function p with bounded derivatives, one has

dp(My) = O(e= ") dt + O(1)dwy.

By applying this result to the functions involved in P{l, it appears that

g Z [ O 0 ] Jo _ [ O(e=%2) O™

O(e%%)  O(e=3/%) Okl 0E?)

We deduce that the terms of Jt(g) involving Jt(l) and Jt(2) are also of order e~!. Finally,

¢; and -y, are, respectively, of order £'/2 and £3/2, and so the last term is of order 1,
and we deduce that

I =0,

We can also estimate Jt(4) and Jt(5) and check that they are of order e~%/%. Thus
(3.16) enables us to conclude that

Vi = 0(1/v2)

in L2. We can take the conditional expectation with respect to J; in this estimation
because the conditional expectation is a contraction in L?; thus E[V;|)] is O(1/1/¢)
in L2, and, therefore, we obtain from the definition (3.5) that

(3.17) (X; — My)* P YU = —E[Volog(LiA) (VoXe) TLUV] + O(1/5).

Application of an integration by parts formula. The estimation of the right-hand
side of (3.17) can be completed by means of an integration by parts formula. It is
proved in Lemma 3.4.2 of [9] that, if G = G(Xy,w,y) is a functional defined on the
probability space which is differentiable with respect to the initial condition (in the
spaces LP) and if V§ is the differentiation with respect to the ith component of X,
then

(3.18) B[GVlog(LiAs) + G(pg ' 9po/di)(Xo) + VG| V1] = 0.
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We can write (3.7) in the form

Ad(VoX,) ™' = —(Vo X)) HF(X,) + Z(Xt)E*(Mt)P_l 2(X;)
(3.19) +3(X0) (5 (M) P (X — My)))dt
—(VoXy) 'Y/ (X,)dw,
with (VoXo)~! = I. This equation can be differentiated with respect to Xo, and so

we can apply the integration by parts formula (3.18) to the coefficients of the matrix
(VoX;)~'. Denote by (VoX;); " its ith line. Then

E[(VoXy); 'Vilog(LiAy) + (VoXe);  (pg ' 9po/0x:)(Xo) + Vi(VoXe); M =

By summing on ¢ and multiplying by U, we have

E|Volog(LiA)(VoX:) U + (pg ' pb)(X0) (Vo X)) ~tU
(3.20)

+ 3 V(T X0 U | D

The first term of (3.20) is exactly the term that we want to estimate in (3.17).
For the second term of (3.20), if

(po " P0) (Xo) (Vo X3) 7' U,
we have from (3.7) and (3.12) that
o = (py 'p0)(Xo)U, d¥y =V, Apdt — U, U 'S (Xy)U duwy.

We proceed as in the study of (3.13). The stability of the matrix A;, which has
been obtained in (3.15), and the boundedness of U~1Y/(X;)U imply that (VoX;)™*
is exponentially small in L?, and so the second term is negligible.

Let us study the third term of (3.20). If
= V§(VoX); ',

then by differentiating (3.19) and transforming w back into w, we get

d®i = i A;dt — LU Y (XU dwy — (VoXy4); ' Vip( Xy, My)U dt
—S* (M) P VX (Vo Xy); "2 (XU dt — (VoXy); 'V (2(Xy))U dwy

with
de * _
p(X0, M) ™ F(X,) + S(X)S* (M) P7Y — 272(X).

By summing on ¢ and using

iy 9p 9p;
D (VoX0); 'Vip(Xe, My) = > VX (VoXy); ! B -(Xe, My) = Z (%j (X4, My),

i i,
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where p; is the jth line of p, we obtain that ®; = Y ® is the solution of

9p;

Py =0, db, = DA dt — U 'Y (XU dw; — i (Xy, My)U dt
4 J
(3.21) o’ !
(M) P (XU dt — aU (XU duwy,

€2

where o’ is the Jacobian of 0. A computation shows that

%(Xt,Mt) = O(?E(R) O((?Ell)/g) ]

The multiplication on the right by U yields a process of order e~1; the term X*(M;)
P7IY(X,)U s also O(e71), and the term involving the second derivative of o is
O(s~1/?). By proceeding again as in the study of (3.13), we deduce that ®, is of
order =1/

Thus (3.17), (3.20), and the estimation of ¥; and ®; yield

(X, — My)*P7U = O(1//%).

We multiply on the right by the matrix U ! P,, the coefficients of which are of order
Ef’/ 2 for the first column and e for the second column, and we deduce the order of
X — M; which was claimed in the theorem. 0

4. An almost linear case. It is interesting to consider a particular case in
which o, b/, and Fjy are constant so that the system (1.1)—(1.2) is

dacﬁl) = (f{)(mgl)) + megz)) dt,
(4.1) dx§2) = fg(xgl), xim) dt + o dwy,
dyt = hll’gl) dt + ¢ dlI}f

In particular, (H6.6) holds with §6 = 1. Then it is possible to improve the upper
bounds given in Theorem 3.1. The time interval that we consider may be infinite.
The result is stated in the following proposition.

PROPOSITION 4.1. Assuming that (H1)—(HT7) hold for (4.1), the filter M; given
by (1.3) verifies

i) —m =0, i —m® = 0@

in L2.

Proof. The proof closely follows the sequence of steps adopted in Theorem 3.1.
The matrices P, = P and R; = R are now constant; the processes Jt(l)7 Jt(Q), Jt(4),
and Jt(S) are zero. The order of S; is improved into

OE3?)  0@E™

= oE) o) |

and

‘gbgl)‘ < C|x£1) . mgl)‘Q _ 0(63/2), |¢§2)| <C|X, - Mt||2 _ 0(81/2)
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so that
I = (X, — M)*S,U + ¢: P~'U

is of order ¢=3/4. Thus V; is O(¢~/4), and we obtain O(¢~'/) in (3.17).
For the end of the proof, we see that

p(Xi, My) = F(X;) + 2P

and so
9p; OF;
—L (X, M) = —2 (X,
o (X0 M) = 52 (X)

is bounded. Multiplication by U yields a process of order e~'/2, and so the process
®, of (3.21) is bounded for small e. We can conclude that

(Xy — My)*P7IU = O V%)

and deduce the proposition. ]
With more computational effort, it is possible to extend these results to the case
in which the component z(") is driven by low noise:

del) = (f0(alV) + Fraa?) dt + &7 dwi”,

(4.2) da:§2) f2 (x,gl), xiz)) dt +o dwt@),

dy, = WM dt+edw,

with M given by (1.5) and with the gain R; given by (1.4), as before, if v > 1/2, and
with R; given by

20'F12 1

e +1—

R; def h ” Ve
€

ify=1/2.

Clearly, Theorem 2.1 extends to system (4.2) as soon as v > 1/2. This results
from the fact that, in the SDE of Z;, the matrices involved in the martingale terms
are still uniformly bounded as e converges to 0, and the matrix A; of (2.2) has the
same stability property as before.

Regarding the extension of Proposition 4.1 to system (4.2), one can see that,
assuming v > 3/4, the estimation in Proposition 4.1 still holds. This happens because
the matrix A; in the decomposition of A; remains the same. More effort is needed if
one considers the cases 1/2 <y < 3/4 and v =1/2.

Another class of almost linear filtering problems when some of the observations
and driving noises are small is considered by Krener [6]. Krener studied the multi-
dimensional case, where nonlinearities depend only on state variables which can be
estimated quickly and accurately; that is, the only nonlinearity allowed in (4.2) is that

of the function fo with respect to mgl). Observations with at least two components,
instead of one, are also assumed.
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error
error

I3 X - M

error
error

10 20 30
time (s) time (s)

(a) (b)

Fic. 5.1. Estimation errors for the (a) first and (b) second components of X computed on a
single trajectory.

5. Numerical simulation results. Let us consider the following example il-
lustrating the case of free fall of a body through the atmosphere:

dxgl) = x§2)dt,
dr® = (poe = R (@P)2/(28) — g) dt + odw,

and

dyy =\ (@2 + a2 dt + £ dwy,
where xgl) is the position of the moving body and m?) is its speed, pg being the
reference air density, k the atmosphere thickness, 3 the ballistic coefficient of the body,
g the acceleration due to gravity, and a the horizontal distance between the body and
the measuring device (pg = 3.4 x 1073 1bs?/ ft*, k = 22x 10% ft, § = 1.6 x 10 [b?/ ft*,
g =322 ft/s® o =5ft/s, and a = 10* ft). Figure 5.1 shows the estimation errors
obtained from applying the two approximate filters (filter (1.5), noted M;, and the
constant gain filter mentioned at the end of section 2 with H = 0.02, noted M;) to a
single trajectory of the state with measurements taken each 0.001 s. The parameter

€ is equal to 1 and
3 x 10° 900 0
XONN({ -10° }[ 0 2x104D'

It illustrates the fact that the errors get small very quickly, and one notices that the
constant gain filter needs more time than filter (1.5) to attain small errors in the
second component.
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F1G. 5.3. Estimation errors for the (a) first and (b) second components of X (G = 0.5).

Figure 5.2 illustrates the asymptotic behavior of the estimation errors when
system (1.1)-(1.2) with f(z1,22) = [0 —1.5x107322]", 0 = 2, and h(z;) =
\/#? + 108 is considered. Although f and A’ fail to verify assumption (H3) and, in
fact, inf A’ = 0, we will assume that the state remains in a bounded domain with high
probability, thus assuming that inf 2’ > 1/4/120. The root mean square error between
the two approximate filters (with H = 0.18) was computed for e = 1,1071,...,1074
over 200 simulations for both components in the time interval [0, 5]. The solid lines
exhibit approximate slopes of —0.76 (first component) and —0.28 (second component)
which agree with the results in section 2. The error associated with the constant gain
filter and that associated to filter (1.5) are very similar.

Figures 5.3-5.5 illustrate the van der Pol oscillator example presented in [12,
section 6]: f(z1,22) = [v2 —x1 —w2]", 0 = 1, and h(x;) = 0.606(1 — G)x1 +
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F1G. 5.4. Estimation errors for the (a) first and (b) second components of X (G = 0.8).
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F1G. 5.5. Estimation errors for the (a) first and (b) second components of X (G =0.9).

Gx3 with G = 0.5, 0.8, 0.9, respectively. The time interval [0,100] was considered.
One can observe the increasing benefit of using filter (1.5) as the nonlinearity in the
observations gets stronger. The results obtained by using the extended Kalman filter

(EKF) are also shown in [12] for comparison.
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