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Abstract

Nowadays, the 1149.1 BST sid is being proposed in
several applications for on-line operation, but it
provides no way to verify the integrity and
correctness of scanned data, because it was not
designed to do so, off-line. However when the scan
data is used for immediate decisions, we need to
have confidence in the string entering or leaving the
target IC.

In this paper we show how the BST-controller may
read the parity of this string immediately after the
scan operation, with almost no changes to the TAP
controller.
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Introduction

The 1149.1 BST infrastructure [1] was designed for
off-line testes mainly. In this mode, the CUT (Circuit
Under Test) has usually no, or little, activity during
the scan operation, which will run smoothly: noise is
a minor concern. Besides, in case of error, there will
be enough time to repeat the test, providing the
necessary debug to know if the fault is in the CUT or
in the BST infrastructure operation.

However, the 1849.1 std is now being suggested for a
lot of operations requiring reliable scan data.
Concurrent sampling [2], self-checking systems [3],
thermal monitoring {4], Fail-sale processors and
systems [5], and scan-bist [6], are, among several
other applications, cases in which the CUT may
induce noise and degrade scan operalions. TCK
frequencies are also increasing and another source of
CITOTS.
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Traditionally, BST data is not targeted for an
immediate action into the CUT operation: it is read
back to the BST controller and scan errors are not
really critical, mainly if the BS-cells are in
observability mode onlty. In case of error, the scan
operation may be repeated, reading the data again and
check results. Even in a std off-line scan operation,
errors may result from faults in the CUT, or from
scan errors.

The worst case, however, are 2 situations in which

the error is critical, and we have no control on the

consequences:

I. When scanning instructions to the TAP (Test
Access Port), dala misinterpretation may lead 1o
the storage of an erroneous IR (Instruction
Register) instruction. In consequence, the BST
cells may be set to controllability modes, and
impact CUT operation.

2. In recent proposals for ICs tolerating faults, the
BST infrastructure provides additional
information to the IC, under the control of the on-
board BST-controller (BSuC). The BS
infrastructure is reused to monitor the CUT [7]
and also to provide decisions, disabling the faulty
CUT in a 2-CUT design inside ICs tolerating
permanent faults [8]. This architecture is named
XMR, which stands for an incomplete-TMR
architecture.

Since the BST data leads to immediate action here,

we need feed-back on the integrity of the bits entering

or leaving the target IC. This kind of problems was
already addressed in [9], to increase the reliability of

TAP instructions through an Interrupt scheme.

However, in this approach the parity bit value must

be constant and this imposes a lot of constraints. The

size of the IR strings, the need for an Interrupt chain



and an additional line (TINT), also lead this solution
not to be fully compliant 10 the 11491 sid.
Furthermore, the circuitry to handle and control an
Interrupt infrastructure may easily become more
complex than the BSUC required in our approach.

On-line Parity Check

CGur proposal is to calculate on-line the parity of the
siring being scanned and provide this result through
TDO. This way, the BSuC reads the parity
immediately after the scan operation, and may repeat
the cycle if not correctly received.

In our scheme the CUTs (or ICs) may be accessed in
series or in parallel, allowing much faster scan
operation, which requires independent TMS lines
only [ I, 7]. Our main interest are the scan operations
to the IC, aiming a fast response to avoid store
erroneous data, and since usually we have no need to

change TAP instructions during on-line operation, the

first target arec DR (Data} operations, This mechanism

will be presented for DR cycles, but is similar for
instruction (IR) cycles.

In the figure | we can see the two possible parity

generation schemes, inside the target IC:

e Series: Ps will be generated as soon the bits are
received, which allows a very simple hardware.

* Parallel: Tp is from the new values stored in the
register scan cells, which needs a little more
hardware but is more reliable.

Both ways will be ready at the same time and if the

probability of errors inside the IC is low, the first

solution is preferable.

So, in our case we consider Ps connected to the

multiplexer input P and we may see in figure 2 the

simulation diagram in which the parity bit is provided
in the Exitl state of the TAP controller cicle.

— =

—®  User test data register (BF)

[
| Paralle] Pari
DI »Pp
—5 =
»  User test data register (BF)
Series| | -
| Parity ———
i' ""l Device ID register
B | .

>

A A A A ]

- » Decoding
Instruction Register |
TMS o
TCK —p TAP Controlter
TRST_—»

[ ® Boundary-scan register

4

.|

3
|

J Control lines |

’-.
i |
. |
I | ]
_| ‘
MLX |
"o
i |
| i |
.
= |
| |
»
P MUX Buffer »
— ™ A TDO

Figure. 1



i MAX+pluz Il - d ‘u stipatidipardss - [ci.zcf - Wavelorm Editor]

. MAX+pIusII File Edt View Node Asslgn Utilities [Jpl:ons Window Help _]5]3

250.0ns

500. Dns ?SD Dns

1.0us

Figure. 2

The TAP control

The above diagram corresponds to the TAP control
cycle represented in figure 3. The IEEE 1149.1
BST std, defines that in normal operation the last
scan bit is transferred when the TAP goes from
Shift-DR to Exit]-DR. After this sate, the TAP goes
(normally) through Update-DR, which ends the DR
cycle, while TDO remains in High-Impedance,
because there is no data to transfer.
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Figure 3- TAP Control: option 1

Obviously, in this case, the new data will be stored,
either good or bad, because the TAP goes to the
Update-DR (or IR) state. The solutions to this
problem, is present in the figure 4. In this case, if
the scanned data is incorrect the BST-controller
may return to the Shift state and repeat the scan
operation again, without storing bad data into the
register cells.
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Figure 4- TAP Control: option 2



Final comments

We have proposed a solution which allows the

BST-controller to read back the parity of the string

received in the target IC, in order to verify scan data

integrity. This means almost no hardware overhead

but the parity generator, which in the series

generation scheme represents less than 1% of the

BST infra-structure.

The proposal is not compliant to the 1149.1 std

during a single TCK cycle only, but this feature will

be not detected by 1149.1 compliant components.

Furthermore the proposal has several advantages:

+ No impact on the CUT performance,

+ No additional data needs to be scanned,

s Standard and simplified BS cells allowed with
no changes,

¢ minimat overhead to the BST: <1% to the std.

The dynamic overhead is zero with option one and

two TCK cycles only with option two.

This mode can also be applied to the output string,

so that the BSuC may check data leaving the target

IC TDQ in the same way.
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