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ABSTRACT

Music therapy has emerged as a promising approach to
support various mental health conditions, offering non-
pharmacological therapies with evidence of improved
well-being. Rapid advancements in artificial intelligence
(AD) have recently opened new possibilities for ‘person-
alized’ musical interventions in mental health care. This
article explores the application of Al in the context of men-
tal health, focusing on the use of machine learning (ML),
deep learning (DL), and generative music (GM) to person-
alize musical interventions. The methodology included a
scoping review in the Scopus and PubMed databases, us-
ing keywords denoting emerging Al technologies, music-
related contexts, and application domains within mental
health and well-being. Identified research lines encompass
the analysis and generation of emotional patterns in music
using ML, DL, and GM techniques to create musical ex-
periences adapted to user needs. The results highlight that
these technologies effectively promote emotional and cog-
nitive well-being, enabling personalized interventions that
expand mental health therapies.

1. INTRODUCTION

Music as a form of therapy is a historical practice, evi-
denced by historical records dating back to various ancient
cultures, highlighting its healing properties [1]. The re-
lationship between music and mental health has garnered
increasing interest in recent decades and has been the sub-
ject of extensive research [2]. Music therapy (MT), at
the intersection of medicine and music, has emerged in
recent years as a promising approach to treating a vari-
ety of pathological conditions, including anxiety, depres-
sion, substance abuse, Alzheimer’s, eating disorders, sleep
disorders, Autism Spectrum Disorder, Down Syndrome,
among others [3-5]. However, the demands of such mental
pathologies and the subjective nature of the musical expe-
rience present challenges in formulating universally effec-
tive interventions [2]. Advancements in artificial intelli-
gence (Al) have directed attention to the field of machine
learning (ML) and, more recently, deep learning (DL),
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which has been established as a robust and versatile com-
putational tool. Consequently, in recent years, this tool has
emerged as a valuable resource in processing audio signals
and music [6].

ML is a subset of Al that encompasses systems that learn
patterns from data and make predictions or decisions with-
out explicit programming, differing from classical statis-
tical methods that rely on predefined equations and fixed
models. Instead, ML algorithms automatically adjust their
parameters based on data patterns, enhancing scalability
and adaptability [7,8]. DL, a specialized subfield of ML,
expands on these principles by utilizing artificial neural
networks with multiple layers (deep neural networks) to
model and extract complex features from large datasets [9].

ML and DL applied to music encompasses two main re-
search lines within music information retrieval (MIR) — fo-
cusing on extracting information from music data for var-
ious applications, such as genre classification, music rec-
ommendation, instrument recognition, sound source sep-
aration, sung voice detection, emotions recognition, and
transcription — and generative music (GM) — related to the
automatic creation of musical content [5, 6, 10-12].

The discussion around ML and DL applied to music has
raised questions about the potential impact of this tool
on MT, as it can be resourceful in detecting emotional
responses to sound and music and in generating auto-
matic music adapted to the particularities of each individ-
ual [6, 13]. Thus, it can become a complement to mental
health professionals and a valuable asset to support ther-
apists and patients, adding value to traditional treatments
[, 6, 14]. This article explores the applications of ML and
DL technologies for music processing in mental health by
reviewing existing studies across both domains.

The remainder of this paper is organized as follows. Sec-
tion 2 detailed the methods adopted to retrieve the relevant
articles from the literature. Section 3 explores the connec-
tion between artificial intelligence and music, emphasiz-
ing the use of ML and DL. Section 4 focuses on the rela-
tionship between ML, DL, and GM in personalizing mu-
sic therapy, presenting a new perspective on mental health
treatments.

2. METHODOLOGY

The methodology adopted for our scoping review can be
divided into three distinct stages. The first stage involved
identifying keywords relevant to the search in scientific
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repositories (Section 2.1). The second stage focused on es-
tablishing methods for filtering the retrieved articles (Sec-
tion 2.2). Finally, the third stage analyzed emerging re-
search lines within the scoped domains (Section 2.3).

2.1 Selection and Keywords Refinement

To retrieve relevant literature for the scoping review, we
defined three keyword sets based on the primary study top-
ics. First, we considered two main technologies: (‘ma-
chine learning” OR ‘deep learning’). Second, we defined
two music-related contexts: (‘Music’ OR ‘Music Ther-
apy’). Third, we established three application domains:
(‘Therapy’ OR ‘Mental Health® OR ‘Mindfulness’). Af-
ter retrieving the results, we observed a significant inci-
dence of certain musical contexts, which were not ini-
tially included in the keywords set and could hinder im-
portant results: ‘generative music,” ‘automatic music gen-
eration,” and ‘music recommendation, ‘emotion-based mu-
sic recommendation’ and ‘emotion-integrated music rec-
ommendation.’

The final set of threefold keyword sets were combined,
resulting in the following logical expression: (deep learn-
ing OR machine learning) AND (music OR music therapy
OR generative music OR automatic music generation OR
music recommendation OR emotion-based music recom-
mendation OR emotion integrated music recommendation)
AND (therapy OR mental health OR mindfulness).

2.2 Search and Screening Process

The search was conducted in two leading platforms:
PubMed, due to its focus on the health field, and Sco-
pus, chosen for its extensive coverage of reliable cita-
tions and well-known databases such as Elsevier, Springer
Nature, Wiley-Blackwell, Taylor & Francis, SAGE Pub-
lications, Oxford University Press, Cambridge Univer-
sity Press, arXiv, DOAJ, SciELO, IEEE, ACM, European
Patent Office (EPO) and United States Patent and Trade-
mark Office (USPTO). The search was performed in Oc-
tober 2024, targeting articles published between January
2000 and October 2024.

Our initial search yielded 169 articles (114 in PubMed
and 55 in Scopus). After removing 37 duplicates, 132
articles were considered. In the first screening stage, the
articles’ titles, abstracts, keywords, and conclusions were
manually reviewed, excluding those whose primary focus
was not on the application of ML or GM in mental health.
As a result, 96 studies were excluded, leaving 36 studies
eligible for further analysis.

In the final stage, the full texts of the selected studies were
reviewed, from which nineteen articles were additionally
excluded due to (n = 13) [do not focus directly on mental
health or therapy] and (n = 6) [not having enough data on
the ML technologies used]. After these steps, a total of 17
studies were included in the final analysis.

2.3 Organization and Categorization Process

From the final set of articles, we categorized them into two
thematic research lines, summarized in Table 1. 1) The

correlation between emotions and music, specifically the
modulation of listeners’ emotional states and music emo-
tion recognition and 2) the intersection of machine learning
(ML), generative music (GM), and the personalization of
music therapy.

The first line, discussed in Section 3, explores the appli-
cation of ML and DL models to understanding emotions
in music. This theme is examined from two perspectives:
1) the modulation of emotional responses in users by map-
ping physiological measurements to personalized recom-
mendations, and 2) the automatic recognition and genera-
tion of music with controlled emotional content. The sec-
ond line, covered in Section 4, delves into the interplay be-
tween ML, GM, and the personalization of music therapy,
emphasizing a novel paradigm for mental health treatment.

3. DEEPENING THE UNDERSTANDING OF
EMOTIONS AND MUSIC

Music has long been recognized as a powerful force that
can profoundly affect a person’s emotions and mental state
[6,22]. However, understanding how music interacts with
the human brain and influences mental health is a com-
plex and constantly evolving field [2]. The human brain’s
response to music is multifaceted and involves a complex
network of neural processes. Since the early days of neu-
roscience, researchers have been interested in musical per-
ception and its implications for cognition and emotion.
Music comprises various elements, including harmony,
rhythm, melody, timbre, and dynamics. Each of these ele-
ments uniquely influences how music is perceived and ex-
perienced emotionally. For example, musical rhythms can
modulate the autonomic nervous system, affecting heart
rate, blood pressure, and even breathing [2, 6].

Recent advances in DL technologies applied to music of-
fer innovative approaches to understanding and analyzing
music. Unlike traditional techniques of musical analysis,
which often rely on simplified categorizations of musical
elements, such as genre or style, DL can extract com-
plex, non-linear patterns from music that may influence
a person’s emotional response. For instance, DL models
can identify subtle variations in tempo, harmonic progres-
sions, and dynamic shifts that are not easily captured by
traditional linear statistical methods. These patterns may
include syncopation, polyphonic textures, or microtonal
variations, which can evoke specific emotional states such
as calmness or tension [5,6,29]. This capability is further
enhanced by the ability of DL to identify emotional fea-
tures based on large datasets where human listeners have
reported emotional responses to musical elements. For ex-
ample, a DL model could learn associations between minor
chord progressions and feelings of sadness or rapid tempo
fluctuations with excitement based on datasets such as the
EmoMusic Database or the DEAM dataset [16, 27, 30].
What makes DL particularly unique in this context is its ca-
pacity to simultaneously process multiple layers of musical
information (e.g., melody, harmony, rhythm, and timbre)
in a hierarchical manner, uncovering interactions between
features that classical statistical approaches might over-
look. This multi-layered analysis can be especially valu-
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Research Line Technologies Tasks

Condition or Study Population References

Modulating Listeners Machine Learning/  Biophysical measurements

Depression [15] (EEG)

Emotions
Deep Learning Anxiety [15] (EEG), [16] (GSR, HR)
Stress [17] (EEG), [16] (GSR, HR)
General Population [18] (GSR), [19] (EDA, BVP, ST) [15] (EEG)
Listener’s emotional response ~ Anxiety [20], [21]
Depression [21]
General Population [14]
Music Emotion Recognition ~ Machine Learning/  Listener’s emotional response  General Population | 722
Deep Learning Dementia patients [23]
Personalized Music Therapy ~Machine Learning/ Listener’s emotional response ~ ASD patients [24], [25]
Deep Learning / Stress [26], [27]
Generative Music General Population [5]
[

Biophysical measurements

Stress 28] (HR, GSR)

Table 1. Categorization of the reviewed articles according to three main research lines. The table presents articles grouped
into the areas of modulating listeners’ emotions through music, music emotion recognition using ML techniques, and
personalized music therapy. For each research line, the table lists the technologies used, the tasks analyzed, the studied
populations or conditions, and the relevant references associated with each study. Biophysical measurements are indicated
when adopted: electroencephalogram (EEG), heart rate (HR), galvanic skin response (GSR), electrodermal activity (EDA),

blood volume pulse (BVP), and skin temperature (ST).

able in personalized music therapy, where tailoring music
to an individual’s emotional state requires a nuanced un-
derstanding of how complex musical patterns influence af-
fective responses [5,6,29].

3.1 Understanding and Modulating Listeners’
Emotional State

Several studies have explored ML combined with biophys-
ical measurements and psychological assessments to cre-
ate personalized musical systems that induce emotions and
promote emotional well-being. These studies use various
approaches to map listeners’ emotional responses and gen-
erate music tailored to evoke desired emotional states, such
as mindfulness, calmness, and relief from stress, fear, and
anxiety.

Williams et al. [18] developed a real-time generative mu-
sic system synchronized with the listener’s galvanic skin
response (GSR), using ML to create emotionally congruent
compositions, focusing on emotional regulation and mind-
fulness promotion. Initially, a musical corpus was gen-
erated using Hidden Markov Models (HMM) and labeled
with emotional tags based on perceptual questionnaires.
Musical features were extracted to train a supervised learn-
ing algorithm with listeners’ emotional responses. During
the experimental phase, participants listened to the compo-
sitions generated while their physiological responses were
monitored through GSR, followed by self-reported emo-
tional assessments through questionnaires. The analysis
revealed a correlation between the GSR readings and the
perceived emotions, indicating that the generated music
consistently influenced the listeners’ emotional states. The
system employed biofeedback as a control signal to ad-
just the generation of new compositions tailored to the
listener’s emotional state. The findings suggest promis-
ing applications in music therapy, mindfulness, and au-
tomated soundtrack generation, highlighting the potential
of ML-based approaches for personalized emotional inter-
ventions.

Building on the work mentioned above, Williams et
al. [14] trained a ML system to improve mental health by
inducing affective states. This study focused on detecting
emotions in music and creating musical sequences based
on the probability that specific emotional states occurred
in the listener. The results showed that listeners could eas-
ily discriminate between emotional states in the musical
sequences and that the use of synthesized timbres was ef-
fective, indicating that this approach could be beneficial in
therapeutic contexts.

Three studies [19-21] have explored the use of convolu-
tional neural networks (CNNs) and ML to analyze listen-
ers’ emotional responses and improve the effectiveness of
music as a therapeutic tool. Rahman et al. [19] employed
CNN s to classify musical genres and associated emotions,
achieving high accuracy (99.2% for genre classification
and 98.5% for emotion classification). The results empha-
size the importance of physiological signals such as elec-
trodermal activity (EDA), blood volume pulse (BVP), and
skin temperature (ST) in identifying emotions triggered by
music. They suggested the use of genetic algorithms to
improve the accuracy of classification.

Wang et al. [20] used DL (CNNs and autoencoders) to
process emotional and behavioral data, identifying patterns
between music and emotional responses. They proposed
personalized music recommendations to improve psycho-
logical well-being by reducing anxiety, increasing mental
energy, and improving resilience. The results highlighted
the potential of DL to integrate empirical data with psy-
chological theories for personalized therapeutic and edu-
cational interventions. Joy et al. [21] utilized DL (namely,
CNNs) in a mood recognition system, combining facial
recognition and musical features (thythm, melody) to cre-
ate personalized playlists based on the user’s emotional
state. They show that CNNs improve the accuracy of mu-
sic recommendations, contributing to emotional regulation
and the treatment of conditions such as depression and anx-
1ety.
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Studies [31] [15] and [17] align in their exploration of
EEG signals to recognize emotions and offer personal-
ized musical interventions. Sanker et al. [31] proposed a
music recommendation system utilizing Russell’s valence-
arousal model of emotions [32], achieving high accuracy
in emotional classification (93.2% for valence and 95.3%
for arousal). The research suggested improvements such
as the integration of real-time EEG and the development
of audio-focused databases. Complementarily, [15] re-
ports advances in affective brain-computer music inter-
faces (aBCMI), which adjusts real-time music based on
EEG signals. Using ML algorithms such as SVM, k-NN,
and Random Forest, this system was designed to interpret
and respond appropriately to users’ emotional states, high-
lighting therapeutic applications for conditions such as de-
pression and anxiety. Both studies underscore the poten-
tial of combining EEG and ML techniques to create per-
sonalized music for emotional regulation and well-being,
suggesting that real-time integration could further enhance
these interventions. In turn, study [17] proposed a sys-
tem using EEG data and ML to detect stress levels and
recommend personalized music to alleviate it. Based on
K-Means and SVM, the system classified stress into three
levels (low, medium, and high) with 95% accuracy. This
approach personalized musical recommendations based on
the detected stress level, adjusting song tempos to promote
emotional well-being.

Parallel to this, Guo et al. [16] focused on an applica-
tion called EMO-Music, which utilizes physiological sig-
nals from wearable devices, such as heart rate and skin
conductance, to identify the user’s emotional state and rec-
ommend therapeutic music. By employing the DL. BERT
model for data analysis of these physiological metrics,
the system outperformed traditional methods in accuracy,
demonstrating that this type of technology can effectively
address conditions such as stress and anxiety, enhancing
the personalization of therapeutic experiences.

These studies demonstrate the significant potential of
ML/DL in creating personalized musical systems to in-
duce specific emotions and promote well-being. Combin-
ing biophysical measurements, such as EEG, GSR, BVP,
and ST, with ML offers a promising approach to devel-
oping more effective and targeted interventions, especially
in therapeutic contexts. Using DL models to detect and
classify emotions and recommend personalized music is a
valuable tool for promoting mental health and emotional
regulation.

3.2 From Analysis to Prediction: ML and GM in
Musical Emotional Recognition

While some studies applying ML and GM aim to un-
derstand music by analyzing the listener’s emotional re-
sponses, others focus on examining the emotional nature of
music itself to predict which emotions it may evoke in lis-
teners. Both approaches aim to use music therapeutically,
but they follow opposite processes, creating a complemen-
tary field of research.

Emotion-driven music recommendations have gained at-
tention in recent studies, including the work of Panwar

et al. [22], which emphasizes the use of social media for
enhancing emotional models. By integrating information
from platforms like Twitter, the authors sought to enrich
the emotional model, offering a more contextualized anal-
ysis of listeners’ emotions in different regions. The ef-
fectiveness of the model, combining CNN and recurrent
neural networks (RNN), highlighted not only the ability to
identify emotions in music but also suggested future appli-
cations, such as inducing specific emotions through music,
particularly in a therapeutic context.

Many of the recent advances in MER, such as those pre-
sented by this study, can be seen as a continuation of the
initial efforts of Panwar et al. [22] with greater sophisti-
cation in analysis and therapeutic context. Adopting more
advanced technology, such as DL, increased the accuracy
of emotional recognition and expanded therapeutic pos-
sibilities, providing a better adaptation of musical inter-
ventions to an individual’s emotional state. Additionally,
the study highlights the importance of incorporating con-
textual and physiological data to enhance the precision of
emotion recognition, offering a more robust framework
for personalized music interventions, particularly in men-
tal health therapies.

On the other hand, the personalization of music therapy
has also become a key objective of other studies applying
ML to support the treatment of specific conditions, such
as dementia. Nunes et al. [23] use ML to classify music
genres and support personalized therapy for dementia pa-
tients. The study demonstrated that personalized playlists
could improve quality of life and reduce neuropsychiatric
symptoms by classifying music based on its association
with positive emotional memories, particularly those from
the patients’ youth. The model’s accuracy, exceeding 83%,
reinforces the viability of such an approach but also under-
scores the need for therapist intervention to adjust musical
choices based on individual patients’ emotional responses.
While ML can automate music classification and recom-
mendation, the therapist’s presence remains essential to
maximize the therapy’s effectiveness.

These innovative approaches in ML, DL, and music stud-
ies highlight the effectiveness of emotion recognition and
recommendation techniques and open doors for using mu-
sic as a therapeutic tool capable of inducing or regulating
emotions precisely and personally. The combination of au-
ditory, physiological, and social data, as observed in the
various studies reviewed, offers new possibilities for per-
sonalizing music therapy, ensuring that interventions are
more aligned with the emotional needs of patients, espe-
cially in therapeutic and well-being contexts. The ongoing
integration of these approaches, with a focus on person-
alization and cultural context, reflects the transformative
potential of ML in the field of music therapy and music
emotion recognition.
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4. MACHINE (DEEP) LEARNING, GENERATIVE
MUSIC, AND PERSONALIZATION OF MUSIC
THERAPY: A NEW PARADIGM IN MENTAL
HEALTH

One of the most exciting promises of ML is the ability to
personalize the musical experience for each person. Ad-
vanced algorithms can analyze a person’s emotional and
psychological profile, adapting the musical selection. Per-
sonalizing the musical experience involves adjusting this
selection based on individual preferences, emotional state,
and specific goals of each person. In the context of mental
health, this approach can be powerful in creating tailor-
made playlists aimed at relieving stress, promoting calm-
ness, increasing motivation, or inducing feelings of happi-
ness and well-being [5, 6, 14, 18].

DL algorithms use various techniques and computational
models to analyze and understand music. It includes
extracting musical features such as harmony, rhythm,
melody, timbre, density, and others and identifying com-
plex and subtle patterns that can influence a person’s emo-
tional response to music. Combined with an individual’s
emotional data and psychological profile, algorithms can
generate highly personalized music recommendations tai-
lored to their needs and specific preferences [5,6,29]. Stud-
ies have been developed to analyze how musical charac-
teristics and parameters can influence individuals’ musical
experience and how GM can be an ally in creating person-
alized music. These studies can potentially revolutionize
the fields of MT and psychology, offering new approaches
to improving people’s emotional and cognitive well-being.

4.1 Personalized Music and Mental Health: The
Future of Music Therapy

The application of technologies such as ML and DL has
proven promising in MT, allowing for greater personaliza-
tion and effectiveness in therapeutic interventions. Raglio
et al. [26] use decision trees to predict the efficacy of mu-
sic therapy in promoting relaxation. Factors such as age,
gender, education, musical training, and frequency of mu-
sic listening were analyzed, and the model achieved 79%
accuracy, identifying key variables such as initial relax-
ation levels and the combination of education and musical
training. Furthermore, the study reinforced the relevance
of ML-based methods, rather than DL, for identifying per-
sonalized predictive factors that maximize the therapeutic
benefits of music.

Zhang et al. [24] focused on treating children with
Autism Spectrum Disorder (ASD) using DL-based inter-
active robots to improve musical perception and social in-
teraction. The research employed gesture recognition and
EEGs to assess the children’s musical responses, achiev-
ing an average accuracy of 85%. These results highlight
the role of music as a powerful therapeutic tool for pro-
moting social skills and exploring the potential of tech-
nology in teaching and treating neurodevelopmental con-
ditions. Santos et al. [25] introduced an GM application
to capture the musical preferences of children with ASD.
By allowing the children to manipulate musical parameters
such as pitch, tempo, timbre, intensity, density, and per-

cussiveness to create personalized music. The study aimed
to understand which musical elements were most effective
for each individual. Although the technological approach
differs from the interactive robots, both studies share the
goal of personalizing music interventions. While the robot
study focuses on social interaction and musical percep-
tion through gestures and physical responses, the gener-
ative app allows for a more individualized and exploratory
musical creation, offering a way for the participants them-
selves to shape their therapeutic experience. These two
studies, though distinct in the technology employed, con-
verge on the importance of personalization and the child’s
active involvement in the therapeutic process.

Modran et al. [5] investigated how emotional and musical
characteristics can predict the therapeutic effects of music
through a multi-class neural network. Using a subset of the
Million Dataset and techniques such as K-Fold cross val-
idation, the model categorized emotions into four distinct
groups, achieving an accuracy of over 94%. Furthermore,
integrating attention mechanisms and contextual data con-
tributed to a more refined recognition of music’s emotional
and therapeutic effects. They highlight gaps in previous re-
search and propose an innovative solution to personalize
music interventions according to each individual’s emo-
tional and musical profile, representing a significant ad-
vancement for music therapists and patients seeking per-
sonalized therapies.

Regarding stress reduction, two recent studies adopt DL
to optimize the personalization of therapeutic music. Choi
et al. [27] explored CNNs and Mel-scaled spectrograms to
build optimized music datasets for relaxation. The model
achieved an impressive accuracy of 98.7%, demonstrating
that the music selected by the system was as effective as
options validated by experts in reducing stress and pro-
moting emotional well-being. This approach reduces the
costs associated with the biological validation of playlists
and expands the possibilities of creating more accessible
and effective music interventions. Zhang [28] integrated
emerging technologies such as the Internet of Things (IoT),
big data, and mixed-density neural networks (MDNN) to
monitor and reduce stress in university students. Wearable
and environmental sensors collected real-time data — such
as heart rate, skin conductivity, volume, and environmen-
tal temperature — and were processed through ML to en-
able immediate adjustments in therapeutic music to allevi-
ate stress as detected. The approach emphasized the rel-
evance of playlist personalization and demonstrated how
combining music and technology can offer practical and
dynamic solutions to enhance mental well-being.

The combined advancements from these studies
strengthen the growing intersection between technology,
music, and mental health. Integrating ML, DL, and
emerging tools such as IoT and big data expands the
capacity to create personalized interventions, maximizing
the therapeutic effects of music. This evidence points to
a promising future where music and technology unite to
transform mental health approaches, promoting greater
access and effectiveness for diverse populations and needs.
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5. DISCUSSION AND CONCLUSIONS

This reviewed the intersection between MT and emerg-
ing Al technologies, focusing on ML, DL, and GM. It
highlights current research lines on applying these tech-
nologies to transform the therapeutic experience, enabling
highly personalized and effective interventions in the men-
tal health field.

From this scoping review, two major lines of research
emerged. The first examines musical emotions from a
twofold perspective: modulation of listeners’ emotional
states in response to music, exploring the interplay be-
tween emotional, cognitive, and musical aspects, and ap-
plication of ML, DL, and GM technologies to recognize
and predict emotional patterns in musical contexts. The
second research line highlights the potential of personal-
ized music for mental health interventions by adapting mu-
sical contents to individual needs and enabling more effec-
tive therapeutic experiences. While ML and DL have con-
tributed to a deeper understanding of emotional and cog-
nitive interactions with music, GM has made it possible to
create musical content tailored to the specific needs of each
individual.

The studies analyzed show notable advances in identify-
ing emotional patterns in music and the personalization of
music recommendations based on biological, psychologi-
cal, and contextual data. The evidence demonstrates the
effectiveness of these technologies in promoting emotional
and cognitive well-being and opens up new possibilities for
the application of music in the treatment of a wide range of
mental health conditions, ranging from emotional and cog-
nitive disorders to more complex psychological disorders.

Although the results are encouraging, ethical, technical,
and operational challenges must be addressed. The iden-
tified challenges point to the need for greater standard-
ization in research protocols, given the use of divergent
methods and metrics between studies, making direct com-
parisons difficult [6, 16-18, 31]. In addition, the limita-
tion of small, demographically specific samples, such as
autistic children [24, 25] or university students [28], com-
promises the generalizability of the results. Cultural gaps
in understanding musical preferences and their emotional
implications also highlight the importance of more inclu-
sive and diverse approaches [23]. Another significant ob-
stacle lies in oversimplifying human emotional responses
through limited classifications, underestimating the com-
plexity and dynamics of emotional states [5,22].

From an ethical and technical point of view, the chal-
lenges related to the privacy and security of biometric data
still require greater attention, especially in systems that use
sensitive information, such as EEG and cardiac variation,
to personalize therapies. The lack of validation in real clin-
ical contexts also limits the applicability of technological
solutions, which often remain confined to controlled envi-
ronments or prototypes [18,26]. Added to this is the lack of
robust exploration into the cumulative and long-term im-
pacts of GM and the reliance on subjective tools, such as
questionnaires, to assess therapeutic effects [14, 15].

Furthermore, something concerning in the studies ana-
lyzed in the context of emotion detection is the tendency

to rely predominantly on objective measures such as EEG,
GSR, BVP, and ST. While these biophysical signals can
provide valuable insights, they risk neglecting the subjec-
tive experience of the individual. Emotional responses are
inherently personal, and subjective assessments can offer
critical perspectives on how emotions are felt and experi-
enced. Over-reliance on objective data could lead to an
exaggerated perception of the effects of music on men-
tal health. Therefore, a balanced approach that integrates
both subjective evaluations and objective measures is es-
sential to capture a more holistic understanding of emo-
tional states and their modulation through music therapy.

Emerging and underexplored areas offer ways to over-
come these limitations and expand the therapeutic bene-
fits of GM. Real-time dynamic adaptation, supported by
immersive technologies such as virtual and augmented re-
ality, is among the most promising fronts [16, 18,24, 31].
Likewise, integrating multimodal stimuli — such as sonic,
visual, and tactile — can further enrich therapeutic inter-
ventions. Future research should also explore the impact
of underrepresented musical genres [24,26], develop tools
that simplify GM for therapists without technical training,
and consider cultural and ethnographic nuances in individ-
ualizing interventions [29].

Other critical areas of research involve the use of ad-
vanced DL models to create music tailored to individual
emotional states and psychological traits. Among these
models are GANs, which use a generator and a discrim-
inator to produce realistic, personalized music [33]. Prob-
abilistic diffusion models, which start with random noise
and refine the sound until detailed results are obtained, are
also promising for music generation [34]. Transformer-
based networks, capture long-term dependencies in mu-
sical sequences, generating more cohesive compositions.
In addition, quantized variational autoencoders (VQ-VAE)
create discretized representations of the music, facilitating
the generation of new pieces with diversity and complex-
ity [35]. StyleGAN, originally used for images [36], can
be adapted to control stylistic aspects of music, such as
rhythm and timbre, while multimodal approaches, such as
CLIP, make it possible to generate music from emotional
or psychological descriptions. The application of Al in
longer therapeutic processes, with the ability to monitor
and progressively adapt interventions based on emotional
progress, also emerges as a relevant field that has yet to be
investigated.
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