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Abstract: The complex flow structure around bridge piers is challenging for both experimental and
numerical studies. Therefore, investigating the capabilities of Computational Fluid Dynamics (CFD)
tools in resolving the flow structure and the mechanism of sediment entrainment into and out of
the scour hole remains a challenging task. In this study, the scour depth around an oblong bridge
pier and the bed shear stress distributions in time and space were numerically investigated using
the Computational Fluid Dynamics (CFD) tool Sediment Simulation In Intakes with Multiblock
option (SSIIM). Clear water scour conditions and sand of known granulometric composition were
considered in accordance with the experimental study carried out. Laboratory data and the results of
a scour characterization around a 0.11 m wide oblong bridge pier were considered to calibrate and
validate the numerical model. The averaged form of the Navier-Stokes equations was considered
to simulate the turbulent flow fields in anticipation of long time scales. The results show that
calibrated numerical models can reproduce measured scour depths in the laboratory environment
with considerable accuracy, with an average relative error of less than 3%, especially around oblong
bridge piers.
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1. Introduction

The local scour phenomenon has been recognised for decades as a serious threat to the
stability of bridges worldwide [1-3]. In Portugal, the tragic accident at the Hintze-Ribeiro
bridge on the Douro River was partly due to erosion around one of its foundations [4].
This phenomenon results from the dynamic interactions between the three-dimensional
turbulent flow field and the mobile riverbed in the vicinity of the bridge foundations,
which are amplified during the development of a scour hole. Due to the involvement of
several complex mechanisms, mainly of a hydraulic nature, the scour process has remained
a challenging engineering problem for many decades [5].

Numerous experimental and numerical studies have attempted to resolve the flow
structure and the mechanism of sediment entrainment into and out of the scour hole,
mostly for piers with a circular cross-section geometry. Dargahi [6] was a pioneer in the
experimental investigation of flow patterns, turbulence intensity and boundary shear stress
distributions in the scour zone of a circular pier. The study was carried out for different
fixed scour stages under clear water conditions. Based on these results, several other
experimental studies have been carried out to investigate the flow mechanism and the
associated scour process around single piers [7-13], among others.

After decades of research on experimental controlled environments, fewer works have
devoted their attention to the three-dimensional numerical simulation of these processes.
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Nevertheless, some first steps have been taken to achieve a numerical characterisation
of the flow patterns [14] in order to accurately complement the experimental efforts. For
a laminar steady horseshoe vortex at the intersection of an elliptical strut and a flat plate,
Briley and McDonald [15] carried out numerical solutions of the compressible Navier—
Stokes equations, while Kwak et al. [16] computed the laminar steady junction flow by
means of a three-dimensional incompressible Navier-Stokes code. However, when the
flow is turbulent, the computational prediction of the separation flow is a process of critical
importance as it significantly influences the numerical performance in reproducing the
physical phenomenon. The fluctuation of turbulent flows on a wide range of time and
length scales makes their numerical computation difficult and requires a specific way
of modelling this turbulence. The Reynolds-Averaged Navier-Stokes (RANS) equations
are such model equations, and were used in the first application of Computational Fluid
Dynamic (CFD) tools by Deng and Piquet [17], to study the three-dimensional turbulent
flow around an airfoil. The use of an iterative, fully decoupled technique to compute
the RANS equations proved to be an attractive approach to capture the main features of
horseshoe vortices, although they lacked some accuracy in modelling the scouring process.
The rapid development of computer science has expanded the application of numerical
methods in many fields, such as the study of local scour phenomena, due to its advantages
such as high accuracy, low cost and scale independence of modelling [18]. Many numerical
models have been developed recently to simulate the 3D flow field and the morphological
changes of the bed around circular piers.

Olsen and Melaaen [19] were among the first to predict local scour development
processes by combining the three-dimensional flow field with a sediment transport model
around a circular pier. The work was limited to the initial stage of scour, whereas the
entire scour process was considered by Olsen and Kjellesvig [20], where good qualitative
and quantitative agreement with experimentally measured scour patterns was achieved.
Study [21] performed three-dimensional simulations of the flow around a circular pier with
fixed scour holes in the intermediate and equilibrium phases using FLOW3D software.
They found that the FLOW3D hydrodynamic model accurately modelled the complex flow
patterns around the pier by comparing the numerical results with the experimental data
from Melville and Raudkivi [8].

Using the CCH3D programme, Wang and Jia [22] simulated the temporal evolution
of the scour hole around a bridge pier and examined various flow effects on sediment
transport. Change et al. [23] performed three-dimensional calculations of the flow around
a bridge pier with a fixed bed and no scour using a Large-Eddy Simulation (LES) model. In
Tseng et al. [24], simulation runs were performed to investigate various properties of the
three-dimensional flow around both circular and square piers subjected to a steady current
by the LES model. Their model results were validated against the experimental results of
Dargahi [6]. Despite the discussion of the influence of flow patterns in the scour process,
no scour simulation was carried out.

Chen [25] used the RANS equations to predict scour in an array of piers in a side-by-
side arrangement. The bed material was cohesive and the scour rate was assumed to vary
linearly with the bed shear stress. Later, Roulund et al. [26] developed an experimental and
numerical study of flow and scour around a circular pier using a k-w turbulence model. The
authors paid particular attention to horseshoe and lee-wake vortices and to the influence
of boundary layer thickness, Reynolds number and bed roughness on these mechanisms.
Roulund et al. [26] also derived a non-cohesive sediment model and obtained equilibrium
scour depths 30% greater than the experimental data.

Khosronejad et al. [27] simulated the processes of clear water scour around piers
of cylindrical, square and diamond cross-section geometries using a transient RANS k-w
model and a sediment transport model. The simulated results were compared with the
experimental data. The maximum scour depths for the cylindrical and square piers were
underestimated; the calculated scour was only in good agreement with that of the diamond
pier. A 3D k-e turbulence model and a bedload model were used by Baranya et al. [28]
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to simulate the scour hole formation of several circular piers. Using a 3D hydrodynamic
model incorporating a k-w turbulence model, a sediment transport description (bed and
suspended sediment) and a morphological model, Baykal et al. [29] analysed the flow and
scour around a circular pier exposed to a continuous flow. Sumer [30] provides an in-depth
analysis of recent developments in the numerical simulation of local scour situations.

More recently, Jia et al. [31] proposed a novel numerical method to simulate local
scour around bridge piers using a 3D free-surface RANS turbulent flow model; a good
agreement between simulations and experimental data was obtained. The authors found
that downflow and turbulent kinetic energy around the pier are the main factors in the
scouring process. Thus, the three-dimensional characterisation of the flow field and the
evolution of the scour hole in the vicinity of bridge foundations using numerical mod-
elling tools is now more feasible due to the experimental validation and the reduction in
computational cost and time.

The present study aims to improve the understanding of the scour process around
an oblong bridge pier embedded in a moving bed. The primary objectives are twofold:
first, to characterize the time evolution of the scour depth in the vicinity of the pier, and
second, to assess the quality and accuracy of the numerical approach by comparing the
numerical results with experimental observations. For this investigation, the numerical
simulations were performed with SSIIM, a general purpose CFD tool that solves the
Navier-Stokes equations using the control volume method with the SIMPLE algorithm and
the two-equation closure turbulence models [32]. The program calculates the advection—
diffusion equation for sediment transport using empirical formulae for the bed boundary.
For the cells closest to the water surface, the SSIIM model uses the Manning-Strickler
friction coefficient, discharge and downstream water level as input values to generate the
water level for the calculations using the standard backwater calculation, for which some
cross-sections were considered fixed and used as reference during the simulations. The
morphological model of this CFD tool is analysed here to investigate whether it accurately
and effectively reproduces the complex physics governing the sediment transport processes
in comparison with carefully collected laboratory data from Bento et al. [33]. The model is
calibrated and validated using experimental data from Bento et al. [33].

The research paper is organised as follows. The hydrodynamic model and sedi-
ment transport equations used are described in Section 2. The experimental case study is
described in Section 3, while the numerical model setup, including mesh geometric dimen-
sions and boundary conditions, is given in Section 4. Simulations of the bed morphology
and bed shear stress around the oblong bridge pier are then presented and discussed in
Section 5. Finally, the main conclusions are drawn in Section 6.

2. The Hydrodynamic Model
2.1. Framework

The SSIIM model is designed for use in hydraulic/river/sediment engineering re-
search and was developed at the Norwegian University of Science and Technology [32]. It
was used in the present study because of its ability to model sediment transport and its
considerable numerical stability for large time steps. Its capabilities allow long integration
intervals to be computed with low computational effort, allowing the study of long time
scale phenomena such as local scour. A description of the hydrodynamic model used in
the current study is given here.

2.2. Flow Computation
The three-dimensional incompressible flow field of the numerical model used is

calculated by the continuity and Reynolds-averaged Navier-Stokes (RANS) equations as
follows (Equations (1) and (2)):

oii;

3%, O (1)
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where x; and x; (i, j = 1, 2 or 3) denote the longitudinal (x), transverse (y) and vertical
(z) directions; u; and #; are the time-averaged velocity components; u;’ and uj’ are the
corresponding fluctuation components; p is the water density; P is the non-hydrostatic
pressure; v is the kinematic viscosity and f is time.

The first and second terms on the left hand side of the momentum equation, Equation (2),
are referred to as the transient and convective terms, respectively. On the right side, the

first term is the pressure, while the second corresponds to the diffusion term. In the third

term, u;u;- represents the Reynolds stresses and can be calculated using the mean velocity
gradients and the turbulent eddy viscosity under the Boussinesq assumption (Equation (3)):

ou; U 2

ax]' axi 3

where J;; is the Kronecker delta (1 if i = j, 0 otherwise), vt is the turbulent viscosity and
k is the turbulent kinetic energy. The last term on the right hand side of Equation (3) is
included in the pressure. To calculate the eddy viscosity (v7), the standard k-e turbulence
model was used, which requires the solution of two additional equations for the transport
of turbulent kinetic energy (k) and turbulent dissipation (€), Equation (4) [34], where C), is
constant and equal to 0.09.

K2
vr = Cyz 4)

The criterion used to establish the convergence and numerical stability of the iterative
algorithm was the reduction of all normalised residuals. This measures the local unbalance
of a conserved variable in each control volume. Thus, each cell in the model has its own
residual value for each of the equations being solved, which never reaches the exact value
of zero. As the iteration progresses, the residuals become smaller and the variables get
closer to their final solution. In addition, the solution [32] is numerically more accurate the
smaller the residual value.

One of the difficulties in solving Equations (1) and (2) arises from the lack of an
explicit equation for the pressure. Therefore, the Semi-Implicit Method for Pressure-Linked
Equation (SIMPLE) algorithm was used for pressure coupling for all cells [35] except those
closest to the water surface. For the cells closest to the surface, SSIIM calculates the water
surface using a free surface algorithm, the standard 1D backwater calculation, based on
a given water level point at the outlet boundary. This method is numerically stable for time
increments approaching infinity, according to Hines [36], and was used in the current study.

The governing equations (Equations (1) and (2))are discretized on a structured, non-
staggered grid system using the implicit finite volume approach. This strategy uses
a number of techniques that differ in the way they determine the concentration on a cell
surface [19]. The two most commonly used are the power-law scheme (POW) and the
Second-Order Upstream scheme (SOU). Further descriptions of these schemes can be found
in [37-40]. The power-law scheme (POW) is a first-order upstream scheme that converges
easily; however, its results can be severely degraded by false diffusion. False diffusion can
result either from the adoption of an inappropriate discretisation scheme for the convective
terms in the Navier-Stokes Equations (Equation (2)) or from an inappropriate grid mesh.
For the present case, the SOU scheme was used for the velocity equations, while a POW
scheme was adopted for the turbulence formulations. In fact, stability problems occurred
in different simulation runs when a scheme other than the first-order power-law (POW)
was applied to the turbulence equations.
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2.3. Sediment Transport Equations

Exner [41,42] originally proposed the sediment continuity equation, which represents
the conservation of mass between sediment in a channel bed and material transported
either along the bed (bed load) or in suspension (suspended load). The integration of
Exner’s equation over water depth is given by (Equation (5)):

9z aq tx aq ty

(17A)§+ e W_O ®)
where zj, is the bed level, A is the porosity of the bed material, and g4, and gy, are the total
(bed and suspended) fluxes in the flow and transverse directions, respectively.

The suspended load discharge results from two main transport processes that de-
velop through the walls of the finite volume: convection and diffusion of sediments. The
combination of these two processes for steady sediment transport is given by the convection—
diffusion equation (Equation (6)). The variable c represents the sediment concentration, w;
the sediment particle fall velocity and I'r the diffusion coefficient.

dc dc 0 Jc

The first term on the left hand side of Equation (6) represents sediment convection,
which is the fraction of sediment transported by the average velocity component of the
water over time. The transport due to the sediment fall velocity (ws) (second term on the
left side of Equation (6)) is discretised as an additional convective term and added to the
velocities in the vertical direction, z [38]. The diffusion of sediments caused by turbulent
mixing and concentration gradients is represented on the right side of Equation (6). The
diffusion coefficient (Gammar) is typically used to simulate the turbulent mixing process.
This coefficient is set equal to the eddy viscosity (vt) taken from the k-e turbulence model.
For the grid cells closest to the bed, Equation (6) is not solved, so the sediment continuity
equation is typically not satisfied. The simulation of the interaction between the sediment
moving towards the bed and the sediment carrying it in suspension is made possible by
using the continuity discrepancy to calculate changes in bed level. It is therefore neces-
sary to define an equilibrium concentration in the near-bed cells; Van Rijn [43] proposed
an equilibrium concentration formula (Equation (7)) which is used in the current model.

DO.3 -
Cpea = 0.01520 LT 1 __ @)
(ps —p)8 |
pv?

The variable Cp,, is the equilibrium concentration at the bed, a is the distance from the
concentration point to the bed, v is the kinematic viscosity of the water, ps is the sediment
density and g is the acceleration due to gravity. The critical bed shear stress (1) for sediment
particle motion is obtained from the Shields curve [44] and then internally multiplied by
the reduction factor (r) derived by Brooks [45] to account for the sloping bed (Equation (8)).

_ —singssina, n (sin(ps Sin“b>2—coszgo [1_ (tan(ps>2] ®)

tan 6 tan 6 tan 6

alphay, is the angle between the flow direction and a line perpendicular to the bed
plane, varphis is the slope angle and thetas is the slope parameter. The effective critical
shear stress for a sediment particle is derived by multiplying the reduction factor (r) by the
critical shear stress for a horizontal surface [32].
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3. Local Scouring Experimental Data

The hydrodynamic model was calibrated and validated using the results of an exper-
imental test carried out by Bento et al. [33]. The local scouring experiment was carried
out in a 40.7 m long, 2.0 m wide and 1.0 m deep tilting flume located at the experimental
facilities of the National Laboratory of Civil Engineering (LNEC) in Lisbon, Portugal.

The flow was regulated to a constant value by the speed of the associated pump and
monitored by an electromagnetic flowmeter (with an accuracy of +0.25%). The water
depth in the tipping flume was controlled by two sluice gates, one at the upstream and
the other at the downstream end of the flume, and monitored by two resistive probes at
a sampling frequency of 25 Hz. The bed material was a uniform quartz sand with a mean
grain size diameter, D5, of 0.86 mm and a sediment diameter standard deviation, op, of
1.28. An oblong bridge pier model, 0.11 m wide and 0.433 m long, was placed vertically in
the working section on the centre plane of the flume at ~11 m from the flume entrance. The
scour experiment was stopped at the time required to attain 90% of the equilibrium scour
depth (tqp, as stated by Sheppard et al. [46]), after 5.9 days. A value of 65.51% was obtained
for the maximum bed-hole slope, corresponding to an angle of 33.23°. The hydraulic and
scour conditions under which the experiment was developed are summarised in Table 1.
Pointwise measurements of scour depth time evolution (ds) at 0.03 m from the pier face were
considered for calibration and validation purposes, with an accuracy of +0.05 mm. Further
details on the uncertainties associated with the experimental procedures and measurements
can be found in Bento [47] and Bento et al. [33].

Table 1. Hydraulic variables of the local scouring experiment.

Q(m’s~!) h(m) V(ms™') If(=) Fr(=) Re(—) Rep(-)
Experiment 00923 01440 03205  1.0295 02696 46,150 3525347

4. Numerical Model Setup
4.1. Mesh Geometrical Dimensions

The computational domain is commonly described as the region in 3D (or 2D) space in
which the governing equations are solved by the SSIIM tool. The mesh is the result of the
division of the computational domain into cells where numerical equations are solved. In
this study, the computational domains in 2D (plane xy) were divided into different zones to
generate non-orthogonal grid lines, and the grid points were generated using the elliptical
grid generation method [48]. Only the elliptical grid was considered here, as it gave better
results than the algebraic grid system, as stated by Alemi and Maia [49]. The elliptic mesh
was generated by a specially developed Fortran code, which was then imported into the
SSIIM software (version 47).

In order to generate a three-dimensional structured grid, different mesh sizes were
tested. A 4.1 m long and 2.0 m wide computational domain (corresponding to 37W
and 18W, where W is the width of the pier in meters) was chosen, resulting in 189 and
122 computational cells in the x and y directions, respectively. The vertical distribution of
the grid points (z direction) was predefined in the numerical model as a percentage of the
flow depth (given in Table 1). During the SSIIM computations, the grid points in the x-y
plane were fixed, while those in the z direction varied according to the flow depth. The pier
definition was performed by excluding the cells where the pier was located, at a distance of
1.1 m (=10W) from the inlet boundary.

Figure 1 shows the plan view of the mesh around the oblong pier. As seen in Figure 1,
the origin of the Cartesian coordinate system was at the left lateral border of the rectangular
pier. The mesh is finer at the pier and bed surface and grows increasingly coarser as one
moves away. The spatial increase in grid cell size was accomplished with an expansion
ratio of approximately 1.01, taking into account that the grid should not be too coarse where
vortices are likely to form.
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18w

37TW

Figure 1. Plan view of the full and local grid meshes around the oblong bridge pier.

4.2. Boundary Conditions and Input Parameters

Another essential step in the numerical simulation process is the designation of appro-
priate boundary and input parameters, which are also the most error prone. The computa-
tional domain of the numerical simulation was divided into seven different boundaries:
inlet, outlet, water surface, wall, bottom, front and back. Specific boundary conditions for
the hydrodynamic model (Equation (1) to Equation (8)) were applied to these boundaries.

At the inlet, Dirichlet boundary conditions must be specified [50]. This is relatively
straightforward for velocities, although it is generally more difficult to specify for turbu-
lence. Nevertheless, Olsen [38] outlined a procedure where k and € are specified based on
investigations of the magnitude [51] and vertical distribution profile [52] of eddy viscosity
in rivers. Given the velocity, it is also possible to estimate the shear stress at the entrance
bed. It is also possible to calculate the shear stress at the inflow bed using the velocity.
Equation (9) then calculates the turbulent kinetic energy (k) at the inflow bed based on the
balance between turbulence production and dissipation at the bed cell.

T
PVCu

Boundary conditions of zero gradient were applied to all variables at the outlet. The
discharge and water depth were defined here and used to generate the water surface for
the calculations in all domains using a standard backward calculation. The water surface
position is determined by extrapolating the pressure from the inner cells to the surface of
the water. The top grid line is affected by the vertical movement of the water surface. In
accordance with their relative distance from the water’s surface, the grid points below the
surface are also shifted vertically. At the water surface, zero gradient boundary conditions
were considered for turbulent dissipation (¢), while the turbulent kinetic energy (k) was
assumed to be zero.

The flux through the wall, bottom, front and back is zero, i.e., the no-slip condition
was imposed. Despite this, the velocity gradient towards the wall is steep and a large
number of grid cells would be required to effectively resolve the gradient. Alternatively,
the empirical velocity wall formula for rough boundaries [53] was used, transformed by
integration over the nearest cell to the bed (Equation (10)):

U _ 1. (305
M—*—Kln< P ) (10)

©)

where 1, is the shear velocity (given by u, = \/% ), K is the Von Karmdn constant (equal to

0.41), y, is the distance from the wall to the centre of the cell, ks is the roughness height,
usually calculated based on the mean particle diameter of the bed, D5y, and 7 is the local
bed shear stress. The logarithmic wall law is considered both for velocity and turbulence
parameters. The turbulent kinetic energy (k) is assumed to be equal to its dissipation (€)
near the wall, according to Rodi’s formulae [54].
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The input parameters were set to values assumed in the experiments carried out. These
included mean approach flow discharge and flow depth at the downstream boundary of the
computational domain (“outlet” side), mean grain size diameter, density, angle of repose,
fall velocity and critical bed shear stress. The angle of repose was assumed to be equal
to the experimentally obtained [33]. The fall velocity was calculated using the formula
in Hoffmans and Verheij [7], and the critical bed shear stress was determined using the
Shields—Rouse equation [55].

5. Results and Discussion
5.1. General Considerations

Before starting the simulation case of scour development around an oblong bridge
pier model, a proper calibration of the presented numerical model was performed. This
process mainly required the definition of the time step and the bed roughness height.

Bearing in mind that small time steps give more accurate results but also require
more computational time to reach the stability condition, a balance was made between
the accuracy of the results and the required simulation time (up to t = 480 min). The
SSIIM model is numerically stable for long time steps, as noted above [19,36]; numerical
simulations were performed using a 5-s time step. Once selected, two different values
for the bed roughness height were considered, namely ks = 3D5p and ks = 3Dgy. The
agreement between experimental measurements and model results of the scour depth at
0.03 m from the pier face was used as the main calibration criterion. The bed roughness
height parameter is the main parameter responsible for the uncertainties involved in the
empirical formulae relating it to the grain size distribution. Thus, in line with Figure 2,
a bed roughness height of 0.0051 m (in the present case ks = 3Dgy) was chosen, confirming
the relationship proposed by Van Rijn [56].

ks=3D90 @experimental data ®@ks =3 D50

0.14
[ ]
0.12 . o o o °®
0.10 o © o o o
’ o
£ 0.08 o
2 0.06 °
) o
0.04
0.02 ¢
000 -®
000 010 020 030 040 050 060 070 080 090  1.00
t/480 (-)

Figure 2. Calibration of the bed roughness height.

In the current study, the results of the numerical approach included the characteriza-
tion of the full geometry of the bed morphology during the scouring process, as well as
the bed shear stress in the vicinity of the oblong bridge pier up to ¢ = 480 min. Numerical
simulations were completed in a reasonable Central Process Unit (CPU) time. A parallel
approach using 16 processors resulted in a CPU time of approximately 36 h. The results of
this study were compared with experimental data from Bento et al. [33].

5.2. Scour Depth Estimates

Figure 3 presents the time evolution of the simulated and measured scour depth at
0.03 m from the pier front (relative to the time duration of ¢ = 480 min).
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Figure 3. Experimental and computed scour depths.

The quantification of the deviation between the predicted and obtained experimental
scour depth at 0.03 m from the pier front was assessed by performing a characterization of
the relative errors, determined by Equation (11):

e = |ds,computed - ds,meusured| (11)

ds,measured

where d; jyeasured 1S the experimentally measured scour depth along each scour bed profile,
and ds computed 1S the scour depth computed by the numerical model. Table 2 gives these
scour depths and their relative errors.

Table 2. Scour depth relative error (¢;), determined by Equation (11).

t (min) ds,meusured (m) ds,camputed (m) [ (OA’)
15 0.048 0.036 254
30 0.061 0.054 11.8
60 0.074 0.072 2.2
240 0.111 0.109 1.7
300 0.114 0.114 —0.2
360 0.117 0.119 —-2.3
390 0.115 0.121 —5.2
420 0.120 0.123 —2.4
450 0.122 0.125 —-2.0
480 0.125 0.126 —0.5

The simulated scour depth evolution (ds computes) started a little later than the experi-
mentally observed one (ds ;easureq)- It may be the result of the simulated horseshoe vortex or
turbulent fluctuations at the beginning, which are relatively weaker than the experimental
fluctuations. According to Table 2, the numerical model shows an underprediction of more
than 25% for t = 15 min, which decreases significantly to 2.2% for t = 60 min and 1.7% for
t = 240 min. From t = 300 to t = 480 min, the numerical model overpredicts the experimental
data by percentages ranging from 0.2% to 5.2%. It can therefore be concluded that the
numerical model predicts the measured scour depths with significant accuracy (with an
average relative error of 2.9%).

5.3. Bed Morphology

Figure 4 shows the computed bed morphology in the vicinity of the long bridge pier at
different times of the local scour experiment, from ¢ = 15 min to t = 480 min. The zero point
in the vertical plane (z) corresponds to the bed level before scouring. The results provide
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an overview of the detailed scour and deposition processes occurring around an oblong
bridge pier laboratory model that have been triggered by turbulent flow dynamics.

x (m) x (m)

-0.063 -0.048 -0.033 -0.017 -0.002 0.013 0.029 -0.099 -0.075 -0.051 -0.027 -0.003 0.021 0.045
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Figure 4. Scour hole and deposition region around the oblong bridge pier (dimensions in meters).
(a) t = 15 min. (b) t = 60 min. (c) ¢ = 240 min. (d) ¢ = 360 min. (e) ¢ = 420 min. (f) f = 480 min.

Sediment bed transport started at the sides of the pier due to the higher bed shear stress
there (still noticeable for t = 15 min, Figure 4a). In later stages of the process, scour develops
both along the lateral sides and upstream, which is indicative of the dominance of the
horseshoe vortex system (see Figure 4b). From t = 60 (Figure 4b) to t = 480 min (Figure 4f),
the simulation showed a steady increase in bed scour in the vicinity of the 0.11 m wide pier,
suggesting that the acceleration effect, coupled with the horseshoe vortices, contributed
significantly to sediment entrainment. Sediment transported from the vicinity of the pier
was deposited downstream as a result of periodic shedding of vortices in the wake region.
According to the numerical model results, the scour hole contours and the location of the
maximum scour area on the upstream side of the pier agreed well with the experimental
results [33].

A better understanding of the scour process was obtained by examining different
azimuthal planes of the scour bed profiles around the oblong bridge pier. Figure 5 shows
the numerical results of the bed profiles over time (for the above mentioned times) on the
longitudinal median plane (Figure 5a) and on the plane perpendicular to the flow direction
(Figure 5b).
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Figure 5. Scoured bed hole profiles on the longitudinal mid-plane (a) and on the plane normal to the
flow direction (b). Flow direction: x-axis.(a) At the pier’s longitudinal mid-plane. (b) At the plane
normal to flow direction.

The rate of growth of the scour hole has slowed down over time. The width of the
scour hole upstream of the pier ranges between 0.73W (t = 15 min) and 2.5W (t = 480 min),
as can be seen in Figure 5a. The maximum scour depth was observed along the mid-plane
of the oblong pier model, a relevant parameter for stability analysis of bridge foundations,
and was confirmed to occur at a distance of 0.015 m from the pier face (equivalent to
a distance of 0.14W).

Taking into account the upstream scoured hole profile at the pier centre plane, the
maximum bed-hole slope value was calculated for each of the analysed time instants
(t =15, 60, 240, 360, 420 and 480 min). These values were then compared with the angle
of repose of the sediment bed material and the value obtained for the end of the scouring
experiment [33]. The slope of the upstream scoured bed profile for ¢ = 480 min was equal
to 36.61°, 9% greater than the angle of repose obtained for the end of the local scouring
experiment (as indicated in Bento et al. [33]). The angles were approximately 10% and
18% higher than the classical 30° repose angle value for wet sand [57] for ¢ = 5.9 days and
t = 480 min, respectively.
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5.4. Bed Shear Stress

Contours of the normalized mean bed shear stress (7/ ;) around the oblong bridge
pier are shown in Figure 6, where 7, is the bed shear stress of the approach flow. An initial
preponderance of the normalised bed shear stress can be observed at the sides of the pier
(Figure 6a), which corresponds to the scour development (shown in Figure 4a). For the
remaining times, up to ¢ = 480 min, an increase in 7/7;; was obtained immediately in front
of the pier, indicating higher scour depths at the front of the oblong pier (Figure 6b—f). Near
the upstream edge of the scour hole (the “<” shape), the bed shear stress is lower than in
the region where the horseshoe vortex system occurs, which is consistent with study [11]
and references therein.
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Figure 6. Normalized bed shear stress (7/ ;) contours around the oblong bridge pier. (a) t = 15 min.
(b) t = 60 min. (c) £ =240 min. (d) t = 360 min. (e) { = 420 min. (f) ¢ = 480 min.

6. Conclusions

Local scour results from an experimental facility were used to assess the performance of
a numerical CFD model in terms of bed morphology and bed shear stress around an oblong
bridge pier, and to provide information on the uncertainties associated with their prediction.
The laboratory experiments carried out in conjunction with the numerical simulations
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showed that the maximum scour and dynamic flow characteristics in the vicinity of the
oblong bridge pier are quite similar if the numerical model is properly calibrated.

The numerical simulations were performed using the CFD tool SSIIM and were
designed to provide insights into key features of the flow and scour characteristics that
cannot all be obtained simultaneously when conducting a local scour experiment. For
example, the assessment of time and space distributions of bed shear stress and scour holes.
In the current study, a detailed investigation of the geometry of the bed morphology and
bed shear stress was carried out in the vicinity of a 0.11 m wide oblong pier.

Regarding the local scour simulations, the results indicate that the SSIIM model,
properly calibrated and validated with the laboratory data [33], predicted the measured
scour depths with significant accuracy (with an average relative error of less than 3%)
and reasonable computational times. The spatial and temporal evolution of the bed shear
stress around the oblong bridge pier laboratory model, while consistent with the process
of scour development, is still a subject of growing interest in both the academic and
engineering communities.
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