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AB ST R ACT  

Lung abnormalities are highly risky conditions in humans. The early diagnosis of lung abnormalities is essential to reduce the risk by 

enabling quick and efficient treatment. This research work aims to propose a Deep-Learning (DL) framework to examine lung 

pneumonia and the cancer. This work proposes two different DL practices to evaluate the considered problem: (i) The initial DL 

method, named a modified AlexNet (MAN), is implemented to classify chest X-Ray images into normal and pneumonia class. In the 

MAN, the classification is implemented using with Support Vector Machine (SVM), and its performance is compared against Softmax. 

Further, its performance is validated with other pre-trained DL techniques, such as AlexNet, VGG16, VGG19 and ResNet50. (ii) The 

second DL work implements a fusion of handcrafted and learned features in the MAN to improve the classification accuracy 

during lung cancer assessment. This work employs serial fusion and Principal Component Analysis (PCA) based features selection to 

enhance the feature vector. The performance of this DL structure is tested by the benchmark lung cancer CT images of LIDC-IDRI and 

superior classification accuracy of >97.27% is achieved. 

2019 Elsevier Ltd. All rights reserved. 
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1. Introduction

The lung is a vital organ in the human physiological structure, 

and illnesses in the lung severely can influence health conditions. 

This work investigates the classification of lung abnormalities, 

such as pneumonia and cancer using a Modified AlexNet (MAN) 

deep learning technique. 

Pneumonia is a seasonal infectious lung diseases that can lead 

to life-threatening complications for children (age <5 years) and 

elderly individuals (age > 60 years) if not diagnosed and treated 

early. In clinics, pneumonia is diagnosed with a variety of 

imaging modalities, including chest X-Ray, CT, and MRI. While 

chest X-Ray radiographs are the most cost-effective diagnostic 

tool for pneumonia detection, the diagnosis of this disease from 

chest X-Rays necessitate highly skilled radiologists as these 

images are often overlapping with other abnormal conditions of 

the lungs. Manual detection of pneumonia is a time-consuming 

process and often leads to subjective differences, which may 

delay diagnosis and treatment. Moreover, the extent of the 

pneumonia infection may appear vague on X-Ray images. 

Computer-Aided-Diagnosis (CAD) practice overcomes these 

problems by employing Machine-Learning (ML) and Deep-

Learning (DL) for automated detection of pneumonia. More 

recently, DL has been widely researched due to its general 

applicability to problems involving automated feature extraction 

and classification [1-3]. Convolutional Neural Network (CNN) 

based assessments are widely used in image classification and 

object detection [4]. CNNs involve spatial filters that 

automatically gather information of the structure embedded in the 

image. Unlike conventional image classification methods 

existing in ML, CNNs are run on images directly, a pixel-based 

approach, as there is no need for image pre-processing 

subroutines [5]. 

In this work, a DL framework is proposed to identify 

pneumonia in X-Ray radiographs using a well-known DL 

approach called AlexNet. Initial experimental investigation with 

AlexNet on chosen test images (1000 normal and 1000 

pneumonia X-Rays) yielded a classification accuracy of < 87%. 

After implementing modifications in the final stage of the DL 

structure, the developed MAN technique is tested on the same 

dataset and a classification accuracy of 96.8% is attained with a 

Support-Vector-Machine (SVM) based classifier and 95.38% 

with Softmax. These results confirm that the proposed MAN with 

SVM classifier helped to attain better classification accuracy than 

other pre-trained DL schemes, such as AlexNet, VGG16, VGG19 

and ResNet50 [6]. 

The World-Health-Organization (WHO) states that cancer is 

the second principal reason of death globally; with a predicted 

9.6 million deaths in 2018.Lung cancer alone is responsible for 

2.09 million cases [7]. The WHO also suggests that the mortality 

rate due to cancer can be reduced with early detection and 

effective treatment scheduling. If tumor classifications, benign or 

malignant are successfully recognized, then a treatment 

procedure, such as surgery, radiotherapy, and chemotherapy can 

be applied to reduce the risk of death.  

Lung cancer can be diagnosed with different imaging 

modalities, and the Computed Tomography (CT) is one of the 

lowest cost and effective modalities considered in clinics to 

examine the condition of lungs. The manual examination of lung 

abnormality based on CT images is a time-consuming process 

requiring an experienced pulmonologist. If the lung abnormality 

is initially assessed by a computer-assisted technique, then the 

analysis report can be submitted to the pulmonologist to support 

the decision making and the treatment planning process [8-12]. 

To support this kind of diagnosis, this work aims to develop a 

DL technique offering better classification accuracy during the 

image assessment task. This study proposes MAN framework for 

the classification of lung CT pictures into malignant and benign  

class. In this study, the DL framework is initially employed to 

categorize the lung CT pictures of dimension 227×227×3 using 

learned features. The outcome of this technique yielded a result 

with a low value of classification accuracy (< 86 %).Hence, in 

this work, an Ensemble-Feature-Technique (EFT) is executed to 

improve the classification performance of lung CT images.  

In EFT, each lung CT picture undergoes both a (i) deep 

feature extraction process and a (ii) handcrafted feature 

extraction process [6]. After extracting features from the test 

images, a Principal Component Analysis (PCA) based feature 

fusion and selection process is used to enhance the feature vector 

for use in training, testing, and validating the classifier. In this 

work, lung CT picture features are extracted with MAN. 

Simultaneously, the following handcrafted features are extracted 

as depicted in Fig 2: (i) Conversion of RGB to grayscale picture, 

(ii) Separating the test image into high/low contrast sections 
based on a threshold filter, (iii) Implementing a morphological 
filter to enhance the cancer section, (iv) Extracting the tumor 
section with morphological/watershed segmentation and (v) 
Extracting the Haralick and Hu moments features (27 features) of 
the cancerous section. After extracting the required features from 
the test image, a feature fusion based on the PCA is implemented 
to fuse the deep and handcrafted features. In this proposal, Serial 
fusion and PCA selection is an unique approach that adds 
incremental value to the Deep Learning approach for detecting 
lung abnormalities. Finally, these features are used to train, test 
and validate the classifiers, including SVM, KNN, and the RF. 
The result of the proposed study is confirmed and validated 
against other DL approaches the AlexNet, VGG16, VGG19, and 
ResNet50. All experiments are implemented using MATLAB, 
and the results of this study confirm that the MAN with the SVM 
classifier offers better classification accuracy (>97%) compared 
to other DL frameworks considered in this work.

Recently, a significant number of DL frameworks have been 

proposed and implemented to inspect biomedical signals and 

images. Of these, an extensive quantity of traditional, modified 

form and customary DL architecture are already proposed and 

implemented to examine a class of clinical-grade and benchmark 

medical pictures [13-17]. A detailed assessment of the existing 

DL methodologies and its biomedical applications can be found 

in [18]. From the earlier research works, it can be noted that 

traditional DL architectures and their modified versions are 

widely adopted by researchers to solve a variety of image 

classification problems. Earlier work also confirms that, if an 

adequate number of pictures are used, then it is possible to train 

the DL architecture in an efficient manner to attain better 

accuracy. Hence, in our work we have improved an existing 

ALEXNET approach by incorporating PCA fusion with an aim 

of developing a more efficient DL process.     

Due to its clinical significance, a variety of DL architectures 

are proposed to diagnose a variety of lung abnormalities. These 

works considered chest X-Ray and lung CT pictures for analysis. 

X-Ray based assessment yields a very low accuracy due to the 
poor visibility of the abnormal section in radiographs compared 
to other modalities [19-22]. Hence, it is essential to develop an 
efficient DL technique providing considerable accuracy during 
the image classification task.

Similarly, the earlier assessment on the LIDC-IDRI dataset 

confirms that the existing techniques offer satisfactory results 

during the classification of the images into malignant and benign 

class [23,24]. Further, the accuracy varies based on the DL 

architecture and the number of images considered for the 

assessment. A detailed review of the assessment of the LIDC-

IDRI can be found in the works of Pehrson et al. [18]. This work 

presents a comprehensive assessment of various ML and DL 

techniques implemented to classify the lung nodule pictures. 



3 This study is prepared as follows: section 2 presents the 

related examination existing in the literature; proposal and 

implementation of the proposed DL framework is presented in 

section 3. Section 4 describes the investigational outcomes and 

discussion and finally the conclusion is presented in section 5. 

2. Motivation

The research work is motivated by the Content Supported 

Medical Image Retrieval (CSMIR) proposed by Fernandes et al. 

[42]. Their approach was able to analyze the tumor or lesion from 

2D and 3D radiology images. This approach was found to be 

very beneficial by medical practitioners in multiple countries. In 

their analysis of existing approaches, they summarized key 

advantages/shortcomings. Inspired by this summary, we have 

developed a deep learning-based framework to detect lung 

abnormalities.  

3. Methodology

Lung abnormalities, such as pneumonia and cancer are 

primarily diagnosed based on imaging techniques, and early 

discovery may significantly improve patient survival rates. This 

work proposes two different DL frameworks to examine chest X-

Rays and the lung CTs. This section presents the details of the 

dataset considered and the implemented DL frameworks. Finally, 

a section is included to discuss the Image-Performance-Metrics 

(IPM) considered to justify the performance of the proposed 

technique. 

3.1 Chest X-Ray examination 

Chest X-ray is a vital tool used to assess lung diseases. This 

work uses the radiograph images provided in Rajpurkar et al. 

[25] for assessment. Initially, pre-trained DL systems, such as 
AlexNet, Visual Geometry Group’s DL networks (VGG16 and 
VGG19) and ResNet50 are used to classify the chosen images of 
the radiographs in to normal and pneumonia class with a 
SoftMax classifier.

 Among other DL systems, the structure of AlexNet is the 

simplest and hence, in this work the structure of AlexNet is 

modified to improve the classification result. The Modified 

AlexNet (MAN) consist of traditional initial layers (Block1 to 

Block5), a flattened layer to lessen the feature vector (FVx1) and 

two fully connected layers to select the essential amount of the 

deep-learning features to train, test and the classifier. In this 

work, every initial block consists of convolution, ReLU, 

normalization, and max-pooling layers to improve the feature 

extraction capability. Finally, the existing SoftMax layer is 

replaced by a Support Vector Machine (SVM) with a linear 

kernel [1]. The outline of the MAN implemented in this work can 

be found in other recent publications [26]. 

 

3.2 Lung CT examination 

The DL framework implemented for CT picture examination 

can be found in Fig 2. This work uses the MAN network shown 

in Fig 1 with a handcrafted feature extraction technique. Later, 

the learned features are combined with the handcrafted features 

using a Principal Component Analysis (PCA) technique. The 

combined features are then used to train, test and validate the 

system. 

3.2.1 LIDC-IDRI database 

This dataset consists of clinical-grade lung CT images with 

various nodule sizes [8, 27, 43].The dataset contains 1,018 slices 

of 1,010 cases of lung CT; This  work considered 777 slices of 

lung nodule and remaining on-nodule. 

3.2.2Image separation 

The existing CT image is in the RGB scale, but during the 

assessment it is necessary to consider its grayscale version. After 

the conversion, these images are resized into 227×227×1 pixels. 

Normally, in CT, along with the nodule section, other regions 

such as bone and heart tissues also have better visibility. Hence, 

in this work, a threshold filter is used to separate the vital lung 

sections from the test CT picture. The thresholding filter is 

widely adopted to separate the skull section in the brain image 

assessment [28-30].  

The pseudo-code of the filter is as follows; 

Let the trial picture consist of a gray thresholds of the 

range {0, …, Th-1}, In which the Th=256. 

(i) A gray level histogram recognizes the threshold level 

‘TL’, which segregates the bone and the heart section 

from the lung section.

(ii) The thresholds >TL can be used to extract the 

high contrast sections from sections)the lung CT 

(bone and heart) 

(iii) The thresholds <TL extracts the low and medium 

contrast sections (tumor and other 

In this filter, an adaptively chosen threshold value (TL) can be 

used to separate the required region from the test image. In this 

proposed work, this filter is implemented to separate the lung 

section from the other unwanted sections of the CT. Later, a 

morphological segmentation is implemented to enhance the 

cancerous part of the lung, from which it can be mined using a 

suitable segmentation technique. 

3.2.3 Nodule segmentation 

Morphological segmentation and watershed segmentation are 

common techniques for automated nodule segmentation from the 

enhanced lung picture. In this work, both methods were 

compared, and morphological segmentation offered better 

performance. 

3.2.4 Handcrafted feature extraction 

After mining the nodule, its shape and texture features are 

then extracted with the Haralick and Hu approach [44]. The 

Haralick method helps to extract the essential information; which 

forms a feature-vector (FV2) with 18 vital features. The Hu 

moments then helps to achieve 9 related nodule features (FV3) 

[1,24,28]. In the ML approach, these two feature sets are 

sufficient to classify the test images into benign and malignant. 

In this DL framework, these feature sets are fused with the deep-

features (FV1) in order to get a feature vector of size 1051×1 

(FVn=FV1+FV2+FV3). This FVn is achieved with the help of 

PCA supported features fusion technique.  

Fig. 2.  Ensemble-Feature-Technique implemented to examine the 

LIDC-IDRI database 
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Fig. 1. Modified AlexNet architecture proposed to classify the chest  

X-Ray radiographs.
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4 3.2.5 Feature fusion and selection 

In this work, the serial feature fusion is executed and the vital 

features are selected based by PCA. The serial features fusion 

technique combines the one-dimensional feature vectors, FV1 

(deep-features), FV2 (Haralick) and FV3 (Hu moments) to get a 

new vector FVn. 

Generally, the PCA transforms n-vectors ),...,,( 21 nfff from 

a D-dimensional space to D’ space with values ),...,,( '
2

'
1
'

nfff  

in which both D and D’ are positive integers with a dimension D’ 

 D.

In PCA, the new feature will be; k

D

k
ikn EPf 




'

1
,

'
(1) 

where kE = eigenvectors and ikP , = principal components.

Other details on PCA can be found in [6]. 

The main advantage of this technique is the final feature 

vector (FVn) consists of the deep features and the handcrafted 

features, which helps to improve the classifier’s performance. 

Earlier research confirms that the performance of the DL system 

can be enhanced with Ensemble-Feature-Technique (EFT) [6]. 

3.2.6 Classifier system and its performance evaluation 

Even though a considerable number of classifiers exist, 

classifiers such as Support Vector Machine (SVM), K-Nearest 

Neighbor (KNN), and Random Forest (RF) techniques are 

generally used in ML techniques [1,10]. In the proposed DL 

technique, these classifiers are implemented instead of the typical 

SoftMax, to achieve better results. The performance of the 

proposed system is evaluated based on the essential measures of 

True-Positive (TP), True-Negative (TN), False-Positive (FP), and 

False-Negative (FN). With these parameters; other essential 

values, such as accuracy, precision, sensitivity, specificity, F1 

score, False Positive Rate (FPR), False-Negative Rate (FNR) 

False Discovery Rate (FDR) and false omission rate (FOR) are 

also computed. The mathematical expressions of these variables 

can be found in [28-30]. 
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4. Results and Discussions

This work considers two different image datasets: chest X-

Ray (normal and pneumonia classes) and lung CT (malignant and 

benign classes). The proposed approach is tested on images of 

dimension 227×227×3 pixels. The developed DL system was 

implemented in a workstation with a Core i5 (7th Gen) 3.1 GHz 

CPU (Turbo) with 8 GB RAM; 2GB graphic memory and 

implemented in MATLAB. 

Table 1.  Total number of test images considered in the proposed work 

Dataset Class Number of Images 

Chest X-Ray 

Normal 1000 

Pneumonia 1000 

Total 2000 

Lung cancer 

(LIDC-IDRI) 

Malignant 1000 

Benign 500 

Total 1500 

(a) (b) (c) 

Fig. 3.  Sample chest X-Ray radiographs.(a) Normal, (b) Bacterial 
Pneumonia, (c) Viral Pneumonia 

(a) (b) (c) (d) 

Fig. 4.  Sample lung CT images of LIDC-IDRI(a) & (b) Malignant class, (c) 
& (d) Benign class 

Fig 3 and 4 illustrates the sample test images of X-Ray 

radiographs and the lung CT images considered for investigation. 

Initially, the X-Ray database is chosen for the assessment. This 

database consists of images of varied dimensions; in this work, 

an image resizing process is implemented to reduce the 

dimension of the images to 227×227×3 pixels. The considered 

dataset consists of two-dimensional (2D) pictures, which 

minimizes the complexity of assessment. The proposed tool is 

also implemented and tested on the lung CT images of the LIDC-

IDRI database. LIDC-IDRI provides an RGB scale clinical grade 

lung CT pictures to test and validate the performance of disease 

examination tools, and is a standard benchmark lung dataset for 

the lung-nodule detection task. In this work, all the chosen 

images of the dataset is reduced to 227×227×3 pixels to minimize 

the CPU run time. Further, a data augmentation is also 

implemented to attain 500benign class test pictures. 

Primarily, a pre-trained AlexNet is used to examine the chest 

X-Ray images, and the performance of the AlexNet is compared 
against VGG16, VGG19, and ResNet50. The experimental 
outcome (IPMs) attained with the pre-trained AlexNet is poor 
compared with VGG19 and ResNet50. Hence, a modification is 
implemented to build a Modified AlexNet (MAN), in which the 
modifications are implemented in the Fully-Connected (FC) 
layers and the classification layer by replacing SoftMax with 
SVM.

Fig 5 depicts the results attained in block1. Block 1consists of 

multiple layers, including convolutional, Rectified Linear Unit 

(ReLU), normalization, and max-pooling. A similar layer 

structure exists the remaining blocks, Block 2 to Block5. 

(a) (b) 
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(c) (d) 

Fig.5.Variouslayer results of modified AlexNet block1.(a) 
Convolution, (b) ReLU, (c) Normalization, (d) Max-pooling 

Fig.6.Activation map of the convolution layer (block5) for X-Ray images 

Fig. 7. The accuracy and loss function attained for the MAN-SVM. 

(a) Area under curve (AUC) (b) Confusion matrix for15% data

validation 

Fig.8. Experimental outcome of the testing process 

Fig 6 presents the activation map of the final convolution 

layer available in the proposed MAN-SVM system. Among 

the 2000 test images (1000 normal and 1000 pneumonia), 

70% (700 normal and 700 pneumonia) of the images are used 

to train the DL architecture and 30% (300 normal and 300 

pneumonia class) of the images are used to test the MAN-

SVM. Initially, 700 images (350 normal and 350 pneumonia) 

are used to train the MAN and also 300 images (150 normal 

and 150 abnormal) are used for the testing process. Fig 7 

depicts the training accuracy for 10 epochs and the 

corresponding loss function. Fig 8 presents the Area Under 

Curve (AUC) and Fig 8(b) represents confusion matrix 

attained during the testing operation. Results presented in Fig. 

8(a) through ROC curve proves that the prediction rate is 

highly accurate with an AUC value of 0.996. Later, 1400 

images of chest X-Ray are used for training, with 600 images 

used for testing. The results are depicted in Table 3.  This 

process is repeated with the other presented DL systems, 

based on transfer learning, and the overall results are also 

depicted in Table 3. 

From Fig 9, it is noted that the FPR, FNR, FDR, and the FOR 

attained with the MAN-SVM is better compared to the 

alternative techniques. This confirms that the proposed DL 

framework (MAN-SVM) presents better resultson images in the 

chest X-Ray database when compared to other DL systems. 

The proposed DL architecture (MAN-SVM) is then 

implemented to test lung cancer images of the LIDC-IDRI. In 

this image, the visibility/threshold value of the lung-nodule 

section is approximately similar to the other body organs such as 

the bone section and the heart. Hence, the overall performance 

measure attained with the LIDC-IDRI using the deep-learning 

feature-based classification with the SoftMax, SVM, KNN, and 

the RF offered satisfactory results. Recent research confirms that 

the Ensemble-Feature-Technique (EFT) can be implemented to 

enhance the performance of the DL technique. The main 

advantage of EFT is consideration of features extracted using 

conventional methods. In this work, EFT is implemented by 

fusing the deep-features (1024 features) with the handcrafted 

features of Haralick and Hu moments (27 features). 

(a) (b) (c) 

(d) (e) (f) 

Fig.10. Initial processing of the lung CT for ensemble-feature 

technique.(a) Test image, (b) High resolution segment, (c) Low 

resolution segment, (d) Morphological filtering, (e) 

Morphological segmentation, (f) Watershed segmentation 

Fig 10 depicts the results attained for lung CT pictures. Fig 10 

(a) depicts the grayscale version of the test picture and Fig 10 (b)

and (c) present the separated high and low/medium contrast

sections of the test pictures, respectively. The low/medium

contrast image is then enhanced with a morphological filter as in

Fig 10 (d) and the nodule section is then mined with a chosen

segmentation technique. Fig 10 (e) and (f) presents the nodule

extracted with the morphology and the watershed technique. This

section is then considered to attain the handcrafted features. In

this work, the lung-nodule extracted with the morphological

segmentation is considered.

In this work, the PCA based feature fusion is implemented to 

combine all the existing features vectors; FV1 (1024×1), 

Fig.  9.  Performance based validation of MAN-SVM with other 

DL techniques 
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6 FV2 (18×1) and FV3 (9×1) and the final FVn (1051×1) is 

considered to train, test and validate the DL framework. The 

overall aim of this EFT technique is to improve the classification 

accuracy irrespective of the classifier unit 

In this work, the proposed EFT is implemented for the entire 

LIDC-IDRI database and the ensemble of deep and handcrafted 

features are then considered to obtain the best classification result 

with MAN-SVM, MAN-KNN and MAN-RF. The experimental 

outcomes are depicted in Table 2. From this table, it can be 

confirmed that the ensemble of features helps to achieve 

enhanced classification accuracy compared to other DL 

techniques. Hence it is evident that the objective to improve the 

classification accuracy, irrespective of the classifier unit, using 

the MAN-SVM approach was successful. 

Furthermore, the performance of the MAN-SVM (E) is then 

validated with the other DL based results existing in the literature 

and these details are presented in Table 2 confirms that the 

proposed DL system offers better results than alternative 

techniques. Additionally, the performance of MAN-SVM (E) is 

validated with a relative assessment with the state of art 

techniques existing in the literature; Table 3 confirms that the 

proposed DL system offers better results than alternative 

techniques. From this table, it can also be noted that the proposed 

framework helps to achieve better classification 

accuracy compared to other techniques existing in the 

literature. 

Table 2.  Comparison of proposed DL method with state of art methods 

for LIDC-IDRI database 

Reference 
Accuracy 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

Da Silva et al. [31] 94.75 94.7 95.1 

Causey et al. [32] 94.6 94.8 94.3 

Ramachandran et al. [33] 93.0 89.0 - 

Song et al. [34] 84.2 84.0 84.3 

Han et al. [35] 82.5 96.6 71.4 

Zhang et al. [36] 95.0 93.5 90.2 

Xie et al. [37] 89.53 84.2 92.0 

Shaffie et al. [38] 91.2 85.0 95.8 

Abbas et al. [39] 95.0 94.0 96.0 

Xie et al. [40] 91.6 86.5 94.0 

Nibali et al. [41] 89.9 91.1 88.6 

Proposed 'MAN-SVM (E) 97.27 98.09 95.63 

Table 3.  Total number of test images considered in the proposed work 

Database Features Approach TP TN FP FN 
Accuracy 

(%) 

Precision 

(%) 

Sensitivity 

(%) 

Specificity 

(%) 

F1 score 

(%) 

C
h
es

t 
X

-R
ay

 

le
ar

n
ed

 f
ea

tu
re

s 

AlexNet 868 871 117 144 86.95 88.12 85.77 88.16 86.93 

VGG16 854 839 185 122 84.65 82.19 87.50 81.93 84.76 

VGG19 894 851 152 103 87.25 85.47 89.67 84.85 87.52 

ResNet50 882 863 154 101 87.25 85.14 89.73 84.86 87.37 

MAN-SoftMax 947 958 37 58 95.25 96.24 94.23 96.28 95.22 

MAN-SVM 961 975 34 30 96.80 96.58 96.97 96.63 96.78 

L
ID

C
-I

D
R

I le
ar

n
ed

 f
ea

tu
re

s 

AlexNet 882 367 118 133 83.27 88.20 86.90 75.67 87.54 

VGG16 894 366 106 134 84.00 89.40 86.96 77.54 88.17 

VGG19 905 373 95 127 85.20 90.50 87.69 79.70 89.07 

ResNet50 903 388 97 112 86.07 90.30 88.97 80.00 89.63 

MAN-SVM 922 375 78 125 86.47 92.20 88.06 82.78 90.08 

h
an

d
cr

af
te

d
 +

 

le
ar

n
ed

 f
ea

tu
re

s AlexNet 931 369 69 131 86.67 93.10 87.66 84.25 90.30 

MAN-SVM 978 481 22 19 97.27 97.80 98.09 95.63 97.95 

MAN-KNN 962 474 38 26 95.73 96.20 97.37 92.58 96.78 

MAN-RF 959 463 41 37 94.80 95.90 96.29 91.87 96.09 

In this work, two different datasets are used to assess the 

proposed DL framework, and the experimental results confirm 

that the framework offers better results on both the datasets. 

Further, the lung CT images are also assessed with a DL system 

using an EFT technique during classification; the results achieved 

with this experiment confirmed that the proposed technique 

works well on the considered datasets. 

In future, the Local Binary Pattern (LBP) [1] based features 

can be extracted and implemented with the EFT approach. 

Further, the proposed EFT approach can be extended with other 

DL techniques, such as the VGG16, VGG19, and ResNet50 and 

its performance can be compared and validated with other 

existing techniques in the literature. 

5. Conclusion

In this work, a modified AlexNet (MAN) is proposed to evaluate 

lung abnormalities in considered images. This work considers 

two different modality images: chest X-Rays and lung CTs. The 

proposed MAN is separately tested on these two image datasets. 

In the initial examination phase, the MAN is used to classify the 

chest X-Ray into normal and the pneumonia class and the 

proposed DL approach provides an accuracy >96%, which is 

greater compared to other DL techniques considered in this 

study. Additionally, the MAN architecture, with and without 

EFT, is used to classify the lung CT pictures into malignant and 

benign. The proposed MAN with SVM classifier achieves a 

classification accuracy of 86.47% and along with EFT, similar 

DL framework provided an accuracy of >97.27%. This study 

confirms the proposed MAN framework works well on the 

considered image datasets. Further, a relative analysis with the 

existing state of the art DL techniques confirms that the proposed 

DL system offers better accuracy compared to the existing 

systems. 
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