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DERIVATIONS OF A PARAMETRIC FAMILY OF SUBALGEBRAS OF
THE WEYL ALGEBRA

GEORGIA BENKART, SAMUEL A. LOPES, AND MATTHEW ONDRUS

ABSTRACT. An Ore extension over a polynomial algefitg;] is either a quan-
tum plane, a quantum Weyl algebra, or an infinite-dimendionial associative
algebraA;, generated by elements y, which satisfyyx — zy = h, where
h € F[z]. Whenh # 0, the algebra\, is subalgebra of the Weyl algebta and
can be viewed as differential operators with polynomialfiicients. This paper
determines the derivations 4§, and the Lie structure of the first Hochschild co-
homology groupHH*(Ar,) = Derr(Ay)/Inderz(Ar) of outer derivations over
an arbitrary field. In characteristic 0, we show thml(A;L) has a unique max-
imal nilpotent ideal modulo which it is 0 or a direct sum of gimLie algebras
that are field extensions of the one-variable Witt algebraqdsitive characteris-
tic, we obtain decomposition theorems fery (A;,) andHH (A;,) and describe
the structure oHHl(Ah) as a module over the center Af .

1. INTRODUCTION

We consider a family of infinite-dimensional unital asstig& algebrasA;,
parametrized by a polynomial in one variable, whose definition is given as fol-
lows:

Definition 1.1. LetF be a field, and leh. € F[z]. The algebraA,, is the unital
associative algebra ovéf with generatorse, y and defining relationyz = zy + h
(equivalentlyy, z] = h where[y, z] = yz — xy).

These algebras arose naturally in considering Ore extemisiger a polynomial
algebraF[z]. Many algebras can be realized as iterated Ore extensioti$oathat
reason, Ore extensions have become a mainstay in assediaiory. Recall that
an Ore extensiol = R[y, 0, 4] is built from a unital associative (not necessarily
commutative) algebr& over a fieldF, anF-algebra endomorphism of R, and
a o-derivation ofR, where by as-derivationy we mean thav is F-linear and
d(rs) = d(r)s+o(r)d(s) holds for allr, s € R. ThenA = R[y, o, d] is the algebra
generated by overR subject to the relation

yr = o(r)y + o(r) forallr € R.
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Under the assumption thBt= F[z] ando is an automorphism d, the following
result holds. (Compare [AVV] and [AD], which have a somewtlifferent division
into cases.)

Lemma 1.2. Assumeé\ = R[y, o, d] is an Ore extension witR = F[z], a polyno-
mial algebra over a field of arbitrary characteristic andr an automorphism of
R. ThenA is isomarphic to one of the following:

(a) a quantum plane

(b) a quantum Weyl algebra

(c) an algebraA;, with generatorse, y and defining relationyz = zy + h for
some polynomiab € F[z].

The algebrag\;, result from takingR = F|z|, o to be the identity automorphism,
andé : R — R to be the derivation given by

(1.3) 5(f) = f'h,

wheref’ is the usual derivative of with respect tar.

Quantum planes and quantum Weyl algebras are examples efagjead Weyl
algebras in the sense ofl[B, 1.1], and as such, have beerdtagiensively. In
[BLO1], BLO?Z], we determined the center, normal elementsl jamme ideals of
the algebrag\;,, as well as the automorphisms and their invariants, isohismms
between two algebras, andA;,, and the irreduciblé\;-modules over any field.
Our aim in this paper is to compute the derivations and firebowlogy group of
the algebrag\;, over an arbitrary field.

Whenh = 1, the algebraA; is the Weyl algebra, and Sridharan|[Sr] showed
that when the characteristic @f is 0, the Hochschild cohomology &; van-
ishes in positive degrees. In particular, the derivatiohé&pare all inner when
char(F) = 0, since the first cohomology vanishes (compare! [D1] and [DEj)
recent work[[GG], Gerstenhaber and Giaquinto have usedattigdiat the Euler-
Poincaré characteristic is invariant under deformatmodmpute the cohomology
of the Weyl algebra, the quantum plane, and the quantum Wgebea under the
assumptiorchar(F) = 0.

Progress towards determining the derivationsAgffor arbitrary h has been
made in [[N], primarily in the characteristic O case. Theorer of [N] shows
that whenchar(IF) = 0, every derivation is inner if and only ik € F* (in
the notation used here). Nowicki also establishes decotigposesults (see [N,
Thms. 10.1 and 11.2]) for derivations 8f,. These results can be obtained as
special cases of Theordm b.7 below, which gives a direct serordposition of
Derr(Ax). In addition, we derive expressions for the Lie bracket i dfuotient
HH(A,) = Derr(A)/Inderp(A,) of Derg(A;,) modulo the idealndery(Ay,) of
inner derivations wheahar(F) = 0 and use these formulas to understand the struc-
ture of the Lie algebradH!(A;) (see Theorern 5.13). In Theorém]5.1 and Corol-
lary[5.25, we show that there is a unique maximal nilpoteeaisfHH! (A;,) and
explicitly describe the structure of the quotient by thiseatlin terms of the one-
variable Witt algebra (centerless Virasoro algebra).
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Whenchar(F) = p > 0, not all derivations ofA; are inner (contrary to the
statement in[[R]). In Sectionl 3, we introduce two non-inneritions £,, and
E, of A; and use them in Theorem 8.8 to describer(A;) as well asHH (A;).
Sectior 6 of the paper is devoted to studyberr(Ay) for arbitraryh # 0 in the
characteristip > 0 case. The restriction méRes : Derp(Ay) — Derg(Z(Ap))
from derivations ofA;, to derivations of the centet(A;) of A, is a morphism of
Lie algebras, and in the cage= 1, this map is surjective with kernéiderr(A1).
Viewing A;, as a subalgebra d&; for h # 0 and applying results from Section
3 on derivations of\;, we determine the kernel and imageRxs in Proposition
[6.9 and Theorem 6.17 respectively. This enables us in ThEbrg] to exp licitly
determine all derivations o;,, for arbitraryh # 0, whenchar(F) = p > 0. To
illustrate this result, we comput@ery(A;,) for h = =™ for anym > 0 (Corollary
[6.24) and for any» € F[zP] (Example[6.26). In Propositidn 627, we provide a
criterion for a derivation ofA;, to be inner for generah, and in Theorenh 6.29,
we present necessary and sufficient conditiong: dor HH!(A;) to be free over
Z(Ap,). Proposition§ 6.34 and 640 give formulas for the Lie br&gkeDerr(Ay,).

Several well-known algebras have the foAp for someh € F[z]. For ex-
ample, A, is the polynomial algebr@|x, y]; A; is the Weyl algebra; and the al-
gebraA, is the universal enveloping algebra of the two-dimensiamad-abelian
Lie algebra (there is only one such Lie algebra up to isomerphi The algebra
A2 is often referred to as the Jordan plane. It appears in nomcdative alge-
braic geometry (see for examplé, [SZ] and [AS]) and exhibiny interesting
features such as being Artin-Schelter regular of dimengioin a series of arti-
cles [S1]-[S3], Shirikov has undertaken an extensive stuidlie automorphisms,
derivations, prime ideals, and modules of the algebfa Aspects of the the-
ory developed in[[S1]J-[S3] have been extended by lyldu [ihtdude results on
varieties of finite-dimensional modules Af.. over algebraically closed fields of
characteristic 0. Cibils, Lauve, and Witherspoon [CLW] éawsed quotients of
the algebraA - and cyclic subgroups of their automorphism groups to caostr
new examples of finite-dimensional Hopf algebras in primarabteristic which
are Nichols algebras.

The universal enveloping algebr&$/(n) of the Yang-Mills algebras form an-
other family of infinite-dimensional associative algebwasich have been studied
because of their connections with deformation theory. Témmdb.11 of [HS] de-
termines the Lie structure of the first Hochschild cohomyplogoup of YM(n)
over an algebraically closed field of characteristic 0. Thimis out to be finite
dimensional and can be described in terms of the orthogadeallgebraso(n). By
contrastHH!(A},) generally is infinite dimensional and related to the Witiedig
under the assumptidi has characteristic 0.

There are striking similarities in the behavior of the algetA; ash ranges
over the polynomials iff[z]. For that reason, we believe that studying them as one
family provides much insight into their structure, derigas, automorphisms, and
modules.
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2. PRELIMINARIES

In this section, we recall some necessary background frdo®[B and prove
results required for our description of the derivationsAgf We begin with facts
about embeddings.

Lemma 2.1. [BLO1, Sec. 3]

(a) Suppose thaf and g are nonzero elements 8fz] andg = fr for some
r € Flz]. RegardA; = (z,y,1) and A, = (z,7,1) with the relations
yr —xy = f andgx — xy = g respectively. Then the map: A; — Ay
withz — x, ¢~ yr gives an embedding &, into A;.

(b) For all h € F[z], h # 0, there is an embedding of the algebig into
the Weyl algebrd\;. If =,y are the generators of the Weyl algebra so that
[y, z] = 1, thenAy, can be identified with the subalgebfg, = (z, g, 1) of
A generated by, y = yh, and1.

(c) RegardA;, C A; as in(b), and writeR = F[z]. Then

(2.2) A, = EPRry = PHy'r'R.
i>0 i>0
Because we often use the embedding in Lerimh 2.1 (b) as a toprduing

results, and because the structure and derivation’s, of F|x,y] are very well
understood, for the remainder of this paper we adopt theviitig conventions:

Conventions 2.3.

R = [F[z], and the polynomiak € R is nonzero;

the generators of the Weyl algebfg are z, y, 1 and[y, z] = 1;
the generators of the algebry, are z, g, 1 and [, z] = h;
whenA,, is viewed as a subalgebra 8f, theny = yh.

The center of the Weyl algebr; is F1 whenchar(F) = 0. Whenchar(F) =
p > 0, the center ofA; has been described by Revoylin [R] (see dlso[[ML]). The
next result describes the center of an arbitrary algéhra

Theorem 2.4. [BLO1, Sec. 5]RegardA;,, C A; as in Conventiong 2.3, and let
Z(Ay) denote the center d,.
(1) If char(F) = 0, thenZ(A;) = F1.
(2) If char(F) = p > 0, thenZ(A},) is the polynomial subalgebr@[z?,z;,] =
F[aP, hPyP] of A1, where

2 = hPyP? = yPh? = GG+ W)+ 2h') -~ (G + (p — DA') = §° —
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and ¢ is the derivation ofR = F[z] with 6(f) = f'h forall f € R.
Moreover™\) ¢ 7(A,) N Flz] = Flz?).

(3) If char(F) = 0, thenA,, is free over its centeZ (A;,) with basis{z'§’ |
i,j € Z>p}. If char(F) = p > 0, thenAy, is free overZ(Ay,) with basis

{2'hiy? | 0 <i,7 < p} or with basis{z'j’ | 0 <1i,j < p}.
ThecentralizerCa, (z) = {a € A | [a,z] = 0} of 2 in A, has been calculated
in [BLO1], and we summarize the results next.
Lemma 2.5. [BLO1, Lem. 6.3] Ca, (z) = Z(Ap)R. Hence,
R="Fz if char(F) =0,
G () = [#] if char(F)
Flx, hPyP] if char(F) =p > 0.

In particular, Ca, (z) = R whenchar(F) = 0, and Ca, (z) = Flz, y?] when
char(F) =p > 0.

Thenormalizer
(2.6) Na, (An) = {u € A1 | [u, An] € A}
of Ay, in Ay is closely related to the derivations &f,, as
(2.7) u € Na, (A) <= ad, restricts to a derivation of\;,,

wheread,, is the inner derivation od; given byad, (v) = [u,v| = uv — vu.

We begin with a computational lemma from [BLO1, Lem. 5.2] dhen intro-
duce a certain element, € R that depends upoh and plays an essential role in
describingNa, (Ap,).

Lemma 2.8. Leth € R = F[z], and leté : R — R be the derivation with
5(f) = f'hforall f € R. Then

(2.9) i =3 @ ST in Ay
j=1

(2.10) =3 @ FOyiin Ay
j=1

wherefU) = (L)i(f).

Corollary 2.11. Forall r € Rand alln > 0,

n+1
(2.12) [ry", 9] = —(rh)'y" + 1) <n y+ 1) @y 1=a,
j=1
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Proof. Using [2.10), we have
[ry" 9] = [ry" yh] = [ry" hy] + [ry", ]

_ TZ( ) n+1 —j hr'y”—H"Z( )h(j—i-l)y
J

7=1

e B (e

Lemma 2.13. LetR = Flx].
(i) There is a unigue monic polynomiaj, € R such that
VreR, h|hr < 7, |r

In particular, 7y, | h, andm, = 1if A’ = 0.

(i) If h ¢ F, write h = Auf™ ---u*, whereX € F*, ¢t > 1, o; > 1 for all 4,
and theu; are distinct monic primes iR.
(@) If char(F) =0, thenm, = uy -+ - uy

(b) If char(F) = p > 0, thenm, = J]  u; andifh € F[a?], then
i,u?iQF[:{:P}
7w, = 1.
h
Hence,ﬂ'h = W

Proof. LetJ = {r € R | hdividesh/r}. ThenJ is an ideal of the principal ideal
domainR, so there is a unique monic polynomig| € R that generateg. This
proves the existence and uniqueness;ofFurthermore, itis clear that, | i since
h € J,and thatry, = 1if h € F orif h € F[zP], ash’/ = 0.

Assumeh ¢ F andh = Aui" - - - ui* as above. Set = uy - - - u;. Then

t
h
h':E E Quy - U
i=1

Givenr € R, it is easy to see thath divides A'r if and only if u di-
vides7 >t a;uy---u}---u;.  The latter occurs if and only if u; divides
erzl a;ug ---u;---u, for everyj. This is equivalent to havingu; divide
rajuy -~ u’; -+ - ug for every;j. Henceh dividesh'r if and only if u; dividesra;u’
for everyj.

If char(F) = 0, a;u’; # 0 and has degree smaller thay sou; dividesr for
all j. Thus,mp, = uy---u. If char(F) = p > 0, thenu?j € F[zP] if and only
if aju’; = 0, soh divides h'r if and only if u; dividesr for everyj such that
u’ ¢ Fla?]. It follows in this case that, = [ w. O

i, u; ' @F[aP]
Definition 2.14. Whenchar(F) = 0, setg, = 1. Whenchar(F) = p > 0, let
h = Auf'---uf* be the factorization oh, where theu; are the distinct monic

prime factors given in Lemnia 2]13, ande F*. After possibly renumbering,
assumey; ¢ FlzP] for 1 < i < fandu; € FlaP] for ¢ < j <t (in casel = 0,
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there are no such;, and in case = t, there are no such;). For eachl <i </,
takek; > 0and0 < a; < p so thata; = k;p + a;. Let

_  kp kep apia a
(2.15) O =up U U g

In the characteristip > 0 case,gy, is the unigue monic polynomial of maximal
degree inf[z?] dividing h, and

(2.16) - {)\gh if heFla?]

Auft - U op if h¢F[aP].

To avoid separating considerations into cases, often wé wiite » =
Auit - - - uy* o with the understanding that the produgt' - - - uy* should be in-
terpreted as being 1 # = 0. Wheneverh € F*, thenk is as in the first option of

(Z18) witho,, = 1.

Theorem 2.17.RegardA;, C A; as in Conventions 2.3. Laf, € R = F[z] be as
in Lemmd 2,113, and sat, = m,h" 1y for all n > 1.

(@) Assume: € A; and writea = Y., ;3" with r; € R. Then the following
hold: a
(i) If char(F) = 0, thena € Na, (Ay) <= mphit | r;foralli > 1.
HenceNa, (An) = R& D,,51 Ran.
(i) If char(F) = p > 0,thena € Na, (Ap) <
e forall i Z 0modp, mhi~ ! |r; '
eforal i = Omodp, i > 0, hi=! | 7}, or equivalently,
: ~1
r; € cigﬁ‘lhz—p + F[zP] for somer; € Rwith ¢, € R (%)p .
In particular, a = >~ iy’ € Na, (Ap) if and only ifr;y* € Na, (Az) for
all 4 > 0. a
(b) Forall Fandn > 1, Ra, C Na, (Ay,), andh/a,, and W—};an are inAy,.

Proof. For (a), suppose = _,~,:y’, Wherer; € R for all i. We will treat the
characteristic 0 ang cases together by adopting the convention that 0 when
char(F) = 0. In that case, the statementz 0 mod p simply means # 0, while
i = 0modp means = 0.

Now a € Na, (Ar) exactly wherna, z] andla, §] are inAy. In particular,

(2.18) [a,z] € A, — Z iryt e A = hl 7 ¥V i#Omodp
iZ0mod p

by (Z2). Hence, we may assume= >_,_.qmodp 54" + D= mod, Ti¥" O
somes; € R. Sincela, z] € Ay, it follows that[a, g] € Aj, forall g € R. Therefore,
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[a,9] = [a,yh] € Ay, < [a, hy] € Aj,. Now using Lemma 2]8, we have

la,hy] = Z [sih"1y", hy] + Z [riy’, hy]
i#0mod p i=0mod p
= Sihl_l <> h(j)yl_j"'l — sihz—l /hyz
¢0sz z—:1 J Z ( )
1Z0mod p j= iZ0mod p
- Z rihy'.
i=0mod p

Since by[(2.P) all the terms in the first sum wijth> 2 belong toA,,, we have

[a,hy] € Ay, — Z s;h !yt — Z skhiy' — Z rihy' € Ay,

1Z0mod p iZ0mod p i=0mod p
(2.19) = > shTWy = ) rihyf €Ay,
1Z0mod p i=0mod p

assihiy' € A, for all i # 0, again using[(212).

From this we deduce that must divides;h~' A’ for all i # 0 mod p; that is,h
must divides;h’ for all suchi. By Lemmd 2.1B, this means that dividess; for
eachi #Z 0 mod p, and in turn this says that, 2! dividesr; for all i Z 0 mod p.
In particular, (i) and the first assertion of (ii) hold.

Now from (2.19), we also see that™! | r/ for all i = 0mod p, i > 0. Note that
hi—1 = pi—ppp—1 — (%)p—lgﬁ_lhi—p. Hence, we may write; = d;v;, where
d; € R(Z)P=1 andv; = of 'h'™P € Fla?]. Sinced;v; € im & = Y3 Fla]2!
andv; € F[zP], it follows thatd; € Z?;(Z]F[xl’]xi. Thereforel;, = ¢, for somec; €
R, and(c;v;)" = cv; = djv; = .. This givesr; € c¢;v; + FlzP] = cigz_lhi_p +
F[xP], as in (ii). Thatr;y® € Na, (Ay) for everyr; of this form fori = 0 mod p,
1 > 0, can be shown by direct computation. This proves the remgiparts of (a).

The first part of (b) is an immediate consequence of (a) exedy@nn =
0 modp andchar(F) = p > 0. Foray, = m,h*~1y*P with k > 1, observe
that[ray,, f] = 0 for all r, f € R sincey*? € Z(A;). Moreover,

[rap, hy] = hlraph™~ Y yly*? = —h(rmh*P 1)y
= —(rmp) WPyRP 4y b RFP Ly RP
which is in A, by (2.2) and the fact that divides 7,4’ by Lemma2.18. Now

h'a, = Wm,h" "ty € A, is a consequence of that fact too, aﬁdzn = h"y" €
A, is clear. O

Remark 2.20. It follows from Theorerl 2.17 that whehar(F) = 0 and - € F*,
thenNAl (Ah) =A,.
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If char(F) = p > 0, we set
Na, (An)zo = Na, (Ap) N ( &y Ryi)a
(221) iZ0mod p
NA1 (Ah)EO = NA1 (Ah) M CA1 (:L')
Then every: € N, (Ay) has a unique expressian= b + c with b € Na, (Az)=0
andc € Na, (Ap)=o. In particular, When% € IF*, thenb € Ay,

3. DERIVATIONS OFA;

We will use derivations of\; heavily in our investigations of derivations Af,.
In the next result, we provide a quick proof of the known fdwttthe derivations
of A; are inner in thechar(F) = 0 case, in part to establish the notation we will
adopt later.

3.1. Derg(A;) whenchar(F) = 0.

Proposition 3.1. (Cf. [D2, Lem. 4.6.8]). Assumechar(F) = 0. Then every
derivation of the Weyl algebrA, is inner.

Proof. SupposeD € Derg(A;). Assume thaD(z) = >~ d;iy*, whered; € R =

F[x] for all i. Set
_ di i+1
v Z 17
>0

Thenad,(z) = Y~y diy’ = D(z), so thatE = D — ad,, € Derg(A;) has the
property thatfZ(z) = 0.

Then from[E(y), z] + [y, E(x)] = E(1) = 0, we determine thgt£(y), =] = 0.
Thus,E(y) € Ca,(xz) = R by LemmdZb. Sincé(y) € R andchar(F) = 0,

there exists av € R such thatw’ = —E(y). Thenad,(z) = 0 = E(x) and
ady(y) = [w,y] = —w' = E(y). ThereforeD — ad, = F = ad, andD =
ad, + ad,, € Inderp(A;). HenceDerp(A1) = Inderp(Ay). d

3.2. Derg(A1) whenchar(F) = p > 0.

3.2.1. The derivationsy, and E,,.

Over fields of characteristig > 0, the derivationgad,)? = ad,» and(ad,)? =
ad,» are 0 on the Weyl algebra;. However,A; has two special derivations,,
andE,, which are specified by

(32)  Eua) =yl Ey)=0, and E,(x)=0, E,(y)=a"".

ThenzE, andzE, are also derivations ok; for everyz € Z(A;) = F[z?,y?].
Let ¢ be the anti-automorphism @f; defined by

(3.3) olx) =y, o) ==
Then
B4)  ¢Ep=¢E ' =E, and ¢Ep=¢Ey ' =E,.
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Lemma 3.5. Assume); is the Weyl algebra ovéf, wherechar(F) = p > 0. Then
Der]F(Al) = Z(Al)Ex + Z(Al)Ey + |nderF(A1).

Proof. The right side is clearly contained Derr(A;). For the other containment,
supposeD € Derg(A;), and assume thad(z) = - diy’, whered; € R for all

i. Set
d;
b= > s
| it17
iZ—1modp

Thenady(z) = Y, 1 modpdiy’s SO thatE = D — ad, € Derg(A;) has the
property thatE(l’) = Ziz—l modpdiyi‘
Suppose thak'(y) = ijo e;jy’, wheree; € R for all j. Then

0=E(1) = [B(y), 2] + [y, E@x)] = > jey/ '+ > diy,

7j>1 i=—1modp

from which we determine that, = 0 for all i = —1modp, ande; = 0 for
all j # 0 modp. The first impliesd; € F[zP] for all suchi, so thatw =
> ie—1modp iy PV € Z(A)) and E(z) = wyP~! = wE,(x). As a result,
F = E — wE, has the property tha(z) = 0 and F(y) = 3~;_ modp &V’ -

Now it is a direct consequence of the decomposifor- @?;(1] F[zP]2z/ and
the fact thatim£ = D2 F[2”]27 that everye € R can be expressed as=
cxP~! — ¢/ for somer € R and a unique: € F[zP]. Applying that result to
eache;, we have that there exist € F[z?] andr; € R, so thate; = c;zP~! —
T;" ThenF(y) = szOmodpejyj = <Zj50modpcjyj) l,p—l - szOmode;'yj'
Settingz = ZjEOmodejyj andc = EjEOmodprjyj, we see that € Z(Ay)
and (F — zE, — ad.)(z) = 0 = (F — zE, — ad.)(y). ConsequentlyD =
wly + 2Ey + ady + ad. € Z(A1)E, + Z(A1)Ey + Inderp(Ayq). O

3.2.2. The action off, and E, onA;.
The next lemma describes ha#, and E, act on various elements #éf;.
(F
( ). Assumep is the anti-automorphism i(8.3),
be heIE‘ linear map defined by

p—1 ' p—1 d ‘
(3.7) Op (Z r,-w’) = 07) (r,) z',  for r; € FlzP].

Lemma 3.6. Assumehar(F) = p > 0. Wheng € F[z], let g*) = (%)k( ), and
k
wheng € F[y), let g(*) di

and let 9, IF[ | — _]

=0 =0

Then the following hold ir\:
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p
(@) Ex(z") = Z (Z) Rl (Tt ) for n > 1;

k=1
p—1 (_1)k—1
(b) E.(9) = My —0,(g) forall g € Flal;
k=1
(c) E. ﬁp) on F[zP] and E,(gP) = —(¢')P forall g € F|z];
p—1 (_1)k—1
(A Ey(g) =Y ~——""g"™ — pdy(g(x)) forall g € Fly;
k=1
(€) Ey(9) = Ey(y)h = 2"""h;
S
0 Ea(@) = Wy + > (et v ™ = 0uh)y - 9(H).
k=1

Proof. Part (a) can be shown using inductionsor{the casen = 1 saying
E,(z) = yP~1). AssumeE,(z") = Y}, (12" *(yP~H)*~Y, and substitute
that expression intd,(z"™!) = E,(z")x + 2"E,(x). Applying the fact that
fr=xzf+ d%(f) for all f € F[y] to the first summand and simplifying gives the
desired expression for the+ 1 case. Sincgy?~1)*—1) = 0 for all k > p, the
index of summation need only go up#o

For (b), we have using!"}) = (—1)*~! and(p — 1)! = —1 that

> ()t

Il
A~
— =

2_: (m?;)!(k) <Z : D (k- 1)lyp* — (Z) 4P

> St ()

I
IS
LN

o
Juy

Now if n = jp + £ with 0 < ¢ < p, thenz” = (2P)iz! and (Z) = 4, SO
Op(a™) = (;‘) 2"7P. Thus,

(") DyP=F — gy ("),

whereg, is as in[3.7). This, together with the linearity of derieas, implies (b).

As a special case of (b), we havg (27?) = —jzU~1P for all j > 1 so that
E, = — g%y onFz?]. In particular, ifg(z) = 35,747, then, as claimed in
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(C),
eI T S T Y e S
7>0 j>1 j>1

For (d), applying the anti-automorphismin (3.3) which interchanges andy,

and using[(314), we havB, (g(y)) = ¢E.¢ " (9(y)) = @(E(g(x))) for g(y) €
Fly], and so (d) now follows from applying to (b).

Part (e) is apparent, and (f) can be derived from the follgvgalculation which
uses the relatiofy, 9,(f)] = 9, (f'), forf €R:

E(§) = Eulyh) = yEu(h —yz CU w0 o, )

= (h®y+ h<k+l>) v = Op(h)y — ,(h)

k=1 k
= (=D i) ok
= p+z k+1)kh(+)yp_ —9y(h)y — ,(1). 0

We have the foIIowmg consequence of this result.

Theorem 3.8. AssuméA; is the Weyl algebra oveF, wherechar(F) = p > 0.
Then
(@) Derp(A1) = Z(A1) E.®Z(A1) Ey@Inderg (A1), whereE,, £, € Derg(A;)
are given byE, (z) = yp—1’ E.(y) =0, Ey(l') =0, Ey(y) = ol
(b) HH(A;) = Derp(A;)/Inderr(A;) = Derp(F[t1,t2]) as Lie algebras,
wheret; = aP, ty = yP.

Proof. In Lemmal3.5, we have established tBairr(A;) is the sum of the terms
on the right side of (a). Suppoge = wE, + 2E, + ad, = 0 for somea € A; and
z,w € Z(A1). Applying D to 2P and using the fact that’ is central, we have from
Lemma3.6 (c) tha = D(zP) = —w. Similarly, applyingD to y? givesz = 0.
Hencead, = 0 also, and the sum in (a) is direct.

The mapRes : Derp(A;) — Derp(Z(A1)) given by restricting a derivation of
A, to the centeZ (A,) = F[ty1, to], wheret; = 2Pty = yP, is clearly a morphism
of Lie algebras. It follows from Lemn@ 6 thﬁés( ) = — 4 - andRes(E,) =
— 4. HencewE, +2E,+ad, — —w - —z4-forallw, z € Z(Al) which shows
the map is onto. Novnderg(A;) is in the kernel. But since evet® € Derp(A;)
has the formD = wE, + zE, + ad,, we see the kernel is exactlyderg(A;). O

Remark 3.9. Itis weII known thaDerp (F[t1, t2]) is a freelF[t1, t2]-module of rank
2 with baS|sdt , dt . This Lie algebra is often referred to as thétt algebrain

2 variables. A. Solotar and M. &tezAlvarez have pointed out to us one could
alternately use the fact tha&; is Azumaya over its center, combined with a result
on the homology of Azumaya algebras[@W] and the Van den Bergh duality
between homology and cohomology (f€]), to conclude thatiH!(A,) is free
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of rank 2 over the cente£(A;) whenchar(F) = p > 0. Theoreni_3I8, which also
establishes this result, identifies explicit generatatsand E, for HH(A;) over
Z(Ay).

3.2.3. Lie brackets iDery(A1) whenchar(F) = p > 0.
Next we determine the multiplication Derg(A;).

Lemma 3.10. Assumehar(F) = p > 0. Then[E,, E,| = ad where

C(p—1-n)
3.11 NPT e
(3.11) @ ;::1 "y

Proof. It suffices to compute the action @,,, £,] onz andy. Using (a) of Lemma
3.6 and the fact tha’, ') = (~1)F for 0 < k < p — 1, we have

p—1

B B = Bl = 3 (7 )ty
p—1 = p—1
=— Z(k‘ — 1)l gP i hypmh — Z(p —1—n)lz" ym
k=1 n=1
Then X
[Ex, Eyl(z) = _Ey(yp_l) = pz:(p —1-n) "y
n=1

upon applyingy to the relation above. However,df is as in [3.111), then

p—1 p—1

adg(x) = Z(p —1-n)lz"y" ' and ad(y) = — Z(p —1—n)lz"y"
n=1 n=1

Thus,[E,, E,] = ad, as desired. O

Products iDery(A;) can now be described using this result.

Lemma 3.12. Assumechar(F) = p > 0. For all D,E € Derg(A1), a € Ay,
w,z € Z(A1), we have

o [D, ada] = adD(a),

e zad, = ad,,,

o (wD,zE] =wD(z)E — zE(w)D + wz[D, E],

o (WE,,2E,] = wE,(2)Ey — 2E,(w)E, + wz adg, withw as in(@.11)

4. GENERALITIES ONDERIVATIONS OF A,

We turn our attention now to the Lie algebibery(A;,) of F-linear derivations
of Ay for arbitrary0 # h € R = F[x] and arbitraryF. Throughout, we view
A, as a subalgebra d%; as in Conventiong 2.3, and apply the results we have
just established in Sections 3.1 and 3.2y (A1) to derive information about
DerF(Ah).
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We begin by determining when a derivation &f extends to one of;. We
then define the derivation8,, e € Ca, (x), and introduce the elemean, which
belongs to a localization o0&, and is a natural extension of the elemefats=
k"1 € Na,(Ap,) for n > 1. The main results of this section are Theorem
4.9, which describes a decompositioniéry(A) into a sum of Lie subalgebras
for arbitraryF, and Theorenh 4.15, which gives expressions for variousymtsd
involving the derivationsD,, g € R, andad,,, forn > 0 andr € R. This sets
the stage for Sectidd 5, where we show that these derivadiomg with the inner
derivations generatBerr(A;,) whenchar(FF) = 0.

4.1. Extensions of derivations.

To determine a necessary and sufficient condition for a atowr of A;, to ex-
tend to a derivation oA, we require a basic result about derivation®\gf which
can be shown using [GW, Exer. 2ZC].

Lemma 4.1. Fix u,v € Ap,. Letd : F[z] — Ay be the unique derivation such that
d(x) = u. There is a derivatiorD € Derp(A},) such thatD(z) = d(z) = v and
D(y) = vifand only if[v,z] + [g,u] = d(h). If such a derivation exists, it is
unique.

= hA,;, for every

In the next result, we will use the fact thai(h) € Aph
h) = [D(9), ] + [9, D(z)]

D € Derg(Ay,). This follows from the computatiof (
and the fact[BLOI, Lem. 6.1] thah\,, Aj,] C hA,.

Theorem 4.2. RegardA;, C A; as in Conventions 2.3.

(i) AderivationD € Derr(A},) extends to a derivatiod of A; if and only if
D(9) € Aih. In particular, if D(j) = ah and D(h) = bh for a € A, and
b € Ay, thenD is determined by

D(z) = D(x), D(y) = a — yb.

(i) Suppose thaD, E € Derp(A;) restrict to derivations oA, andD = E
as derivations of\;,. ThenD = E as derivations of\;.

Proof. (i) AssumeD & Dergp(A}). If D extends to a derivatio® of A, then
D(j) = D(j) = D(yh) = D(y)h + yD(h) € Ash.

Conversely, suppos®(y) = ah wherea € A;. We mayNassumé)(h) = bh
whereb € Aj,. By Lemmal4.]l applied té; (and so withD replacingD andy
replacingy in quoting that result) there is a unique derivatibrof A; with

D(z) = D(z),  D(y) =a—yb
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if and only if [a — yb, x [y,D( )] = D(1) = 0. SinceA; is adomain, it suffices

]
to show that([a — yb, z] ])h = 0. For this, we have
(x) [yb

h [ahw] bh, x] + [y, D(z)]h
= [D(),z] = [yD(h), =] + [§, D(x)] — y[h, D(z)]
[ (@), =] + [9, D(x)] = [y, 2]D(h) — y[D(h), 2] — y[h, D(z)]

D([g,«]) = D(h) —yD([h, z]) = 0.

Note thatD thus defined restricts tb on Ay,.

(i) Now assume thaD, E € Derp(A;) both restrict to derivations o&;, and
D = FE as derivations ofA,. The assumptions imply thd®(r) = E(r) for all
r € R,andD(yh) = D(y) = E(y) = E(yh). Therefore,

D(y)h+yD(h) = E(y)h +yE(h),
and soD(y)h = E(y)h. Sinceh # 0, we haveD(y) = E(y). O

[(I - yb7 ZL']h‘F[]J,

For anya € Na, (Ap), ad, is a derivation ofA;, and if a happens to belong
to Ay, then[D,ad,] = adp(,) for any derivationD € Derp(A;). However, if
a € Na, (Ap) \ Ap, thenD(a) may not be defined. This can be remedied in the
following way.

Recall from [BLOZ, Cor. 4.3] that

(4.3) Y={r"|m >0}

is a left and a right Ore set in bothy, andA; C A;, and the corresponding lo-
calizationsA; X! = A, X! are equal. It is well known that derivations extend
under localization. In particular, iD € Derr(Ap), then D extends uniquely to a

derivationD of A, X! = A\ 21, with D(h™1) = —h~1D(h)h L.

Lemma 4.4. SupposeD € Derg(A;), and let D be the extension ab to a
derivation of A;¥~!. Then[D,ad,] = adp,) for all a € Np s-1(As), and

D(a) € Na,s.-1(Ap). In particular, D(a) € Na,x,-1(Ay) for all a € Na, (A).

Proof. Assumeb € A, C A; anda € Np,x-1(Ay). Then[a,b] € Aj, and
D([a,b]) = D([a, b)) = [D(a),b] + |a, D(b)] so that

(45)  [D,ad,|(b) = D([a,t]) — [a, D(B)] = [D(a),b] = adjs.,, ().

D(a)(
Since[D(a),b] = [D,ad,](b) € Ay, itis clear thatD(a) € Na, -1 (Ap). O

4.2. The derivations D,.

Lemmad 4.1 implies that for eache Ca, (x) there is a unique derivatioP, of
Ay, with D (z) = 0 andD.(y) = e. Such a derivation satisfids.(f) € Ca, ()
forall f € Ca,(z), since0 = D.([z, f]) = [z, Dc(f)]. These derivations play
a prominent role in our investigations and also can be usednstruct automor-
phisms ofA;,.
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Proposition 4.6. Assume:, f € Ca, () = Z(Ax)R. Then
() [De,Ds] = D, wherec = D.(f) — Ds(e) € Ca,(z), so thatDc =
{D. | e € Ca, ()} is a Lie subalgebra oDerg(Ay).
(i) Dsey) = —ad, forall g € R, whered(g) = g'h. In particular, D, = —ad,..
(i) Whenchar(F) = 0, thenD¢c = {D, | g € R}. Moreover,
(a) Dc is abelian, andD, is locally nilpotent for allg € R.

(b) Foranyg € R, ¢4 = exp(D,) = Z (lzlgl) is an automorphism of

n=0
Ay, with inverse¢_, = exp(—Dy), and{¢, | g € R} is an abelian
subgroup ofAutg(Ay,) isomorphic to(R, +).
Remark 4.7. The automorphism, satisfiesp,(x) = x and¢,(y) = y + g, and
¢f o ¢y = ¢rig holds for all f,g € R. In [BLOI, Thm. 8.3 (iv)] it is shown

that if ¢, is defined by these expressions for the algebyaover any field, then
{¢4 | g € R} forms a normal subgroup @futr(Ay,) isomorphic to(R, +).

Every derivationad., with ¢ € Na, (Ax)=o as in [2.21), can be realized as a
derivation inD¢ as follows.

Lemma 4.8. Assumechar(F) = p > 0 andc € Na, (Ap)=o. Then there isf €
Ca, (z) such thatad. = Dy.

Proof. Set f = ad.(y). Thenf € A; becausec € Na,(A). Moreover, as
c € Ca, (), it follows that[f, z] = [ad.(7), z] = ad.([y,z]) = 0, s0f € Ca, ().
This impliesad. = Dy, as required. O

The derivationgD, with g € R can be used to give a decompositiorDefr (Ay,),
as the next result shows.

Theorem 4.9. AssumeF is arbitrary, and regardA;, C A;. Then
(410) Dgr = {Dg ’ g € R} and &= {F S DerF(Al) ’ F(Ah) - Ah}
are Lie subalgebras dberr(Ay), Dr is abelian, anerr(Ay) = Dr + E.

Proof. Itis clear thatDg and€ are Lie subalgebras @fery(A},), andDg is abelian
(compare Propositidn 4.6 (i)). Assunie € Derp(Ay). ThenD(g) = .- 759,
wherer; € R for eachj. Now D — D, € Derg(Ay), and

(D - DTO)(Q) = Zrﬂjj = Z’f’j]]j_lyh € Aih.

j=1 j=1
Thus by Theorern 412, the derivatidh— D,,, € Derp(A},) extends to a derivation
E € Derp(A;) such thatD = D,, + E, whereE belongs tof. O

The derivationsD,, extend to derivations ok, >~!, as the next result shows.

Lemma 4.11. For g € R, the derivationD, € Derp(A;) extends uniquely to a
derivation D, of A1 X~ with D,(RX™1) = 0, Dy(y) = gh™!, and[Dy, ad,] =

adj; () forall a € Na, (Ay), whereD,(a) € Na, 51 (Ap).
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Proof. It is clear thatD, extends uniquely to a derivatioB, of A;%~!, and
Dy(h™Y) = —h=tDy(h)h~1 = 0. Then it follows that

(412)  Dy(y) = Dy(gh™") = Dy(@)h~" = Dy(§)h~" = gh™".
The final assertion is a direct consequence of Leimma 4.4. O

4.3. The elementag = m,h ™1 in Np,s-1(Ap).

Let D; be the extension of the derivatidh; to A; X1, and letag = D1 (a1) =
mph™! € Np,x-1(Az). This definition fits naturally with the definition of the
elementsa,, = m,h" ly" € Na, (Ap) for n > 1. Observe that in general
adyq, ¢ € = {F € Derp(A1) | F(Ar) € Ap}. Now sinced(r) = r'h for all
r € R, the derivations extends to a derivation (again denoteddyn RX~! with
§(h=1) = —h'h~L. The linear transformation given by

b/
h

will play a special role in what follows. Sindedividesn,h’ by Lemmd2.1B, it is
evident thaty(R) = 6(Rap) C R.

(4.13) 6 :R—= R, 7 8(rag) = (rag)'h = (rmph™ Y h = (rmp) —r

Lemma4.14.Forall r € R, letéy(r) = §(rao) as in(@13) whereag = m,h ! €
Na,5-1(An).
(@) Thenad,o, = —Ds(raq) = —Dsor) € Dr for all r € R. In particular,
aday = —Dj(ao) = —Dso(1) @nd deg (d(ag)) < deg h.
(b) dp(rs) = d(rsag) = rdo(s) +r'smp. In particular, 6o (r) = rdo(1) +r'mp,

wheredy (1) = , — T,

Proof. For anyr € R, ad,q,(z) = 0and
adyq, (§) = [rag, ylh = —(rag)'h = —8(rag) = —dop(r) € R.

Thus,ad;q, = —Ds(ra0) = —Dso(r) € Dr, as these two derivations agree on a
generating set of;,. It can be seen froni (4.113) thakg (0(ap)) = deg (dp(1)) <
deg 7, < deg h. Part (b) follows directly from the definitions. O

4.4. Main result on products.

We can now state our main result on the Lie bracket$iih'(A;). Since
Ca,(x) = Z(Ap)R, andD., = zD, for z € Z(Ay),g € R, we will focus on
products involving the derivationd,, for g € R. This suffices whewhar(F) = 0,
sinceZ(A;) = F1 in that case. Whenhar(F) = p > 0, more general products
will be considered in Sectidn 6.7.

Theorem 4.15.Seta_; = 0 and letag = m,h~!. Forall r € R, letdy(r) =
§(rag) = (rmph~1) h as in(@.13)
(a) Forall g,r € Randn > 0, we havg Dy, ad,, | = nadgq, , = nade,,_,
in HHY(A,) = Derp(Ay)/Inderp(Ar,), Wherec is the remainder of the
division inR of gr by%.
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(b) For all »,s € R and all m,n > 0, [ad,q,,,adsa,] = adga,, n_:
adga,,,,_, i HH'(A,), whereq = mrdy(s) — nsdo(r), andd is the re-
mainder of the division iR of ¢ by ﬂ—f;

Our proof of this theorem, which we complete in Secfiod 4.ill,lve the culmi-
nation of a series of computational results.

4.5. The product [Dgy,ad,] for g € Randa € Na, (Ap).

Lemma 4.16. AssumeD € Derp(A;X71) has the property thaD(z) = 0 and
D(y) = f, wheref € Rx~!. Then

" n
D(y™) = (k—1), n—k
=3 ()70
k=1
forall n > 1, wheref*~1 denotes £ )*¥~1(f) and f© = f.
Proof. The assertion holds for = 1 sinceD(y) = f. For largern, it follows by

induction using the fact thats = sy + s’ for s € RY 1. O

Next we computef)g on certain elements. Ultimately, this will enable us to
calculate[D,, ad,q,, ].

Corollary 4.17. Letg,r € R and assume,, = 7,h" 1y" forn > 1. Letf)g be
the extension ab, to A; X! as in LemmaZ.11. Then

(@) Dy(ry™) =135y (3) (gh=") =Dy n.

(b) Dy(ran) = rma(gh™")m VA=t 43371 (1) (gh™ 1)V hkra, .

(c) Assumechar(F) = p > 0. ThenD,(z,) = (ghp‘l)(p_l) , Wherez;, =
hPyP € Z(Ap).

Proof. Part (a) is immediate from Lemnia 4116, sinbg(z) = 0 and Dy(y) =
gh~! by @.12). For (b), we have from part (a)

N n— - n — —1), n—
Dy(ran) = reh 1};(,€)<gh by ey

n—1

—1\(n—1) 3 n— n - - n—k—1, n—

= rmp(gh 1)( Dp 1+Z<k>(gh 1)(k D pkpg, h—k=1yn=k
k=1

n—1
—1\(n—1)zn— n — —
rap(gh~ DR 4 E <k>(gh HE=Dpkrq, .
k=1

Item (c) is a consequence of the calculation

p

Dy(zn) =h ) (Z) (gh™HEDyr=b = B2 (gh™ )PV = (gh~H)*=D. O
k=1
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Lemma 4.18. Letg € Randk > 0. Then, there exist,...,r+1 € R such
that (gh_l)(k) = Zf;rll rsh~% with r = ¢ and 7y = (—1)Fklg(R)*. In
particular, for everyk > 0, there exists;, € R such that

(4.19) (gh™) W Bk = s+ (—1)FKg(R')F R,

Proof. This follows from the identitygh~")*) = 3=%_ (V)g*=)(n=1)0). O

Proposition 4.20. Assumey, » € R. Then fora,, = 7, "'y the following hold:

(@) If n > 2, there exists € Ay, SO thatf)g(ran) = s+ngra,—1 € Na, (Ap).
Thus,[Dy, ad,,,] = adp (ran) € {ady | b € Na, (Ap)} and

[Dg,ad;q,] = nadgrq, , mod Inderp(Ay).

(b) [Dy,adyq,| = adgrq, = — Dy (gr) wheredy(gr) = 0(grag) = (grﬂhh_l)/h.
(C) [Dg> ad?"] = 0

Proof. For everyk > 0, let s, € R be given by[(4.19). Assumie n > 2. Then
(4.21) (gh "™ YVpn=trmy, = s, yrmy + (=1)" Y n — Dlg(W)" " h ey,
(4.22) (gh™H*=Drpk = 53 yrh 4 (=1)F 1K — D)lg(R)F 1
The expression if(4.21) is iR sinceh dividesm,h’. Now if (4.22) is multiplied
by a,,_i (where2 < k < n — 1), the right side is

Sp_1Tha,_i + (—1)k_1(k — 1)!g(h')k_lrﬂhh"_k_ly"_k,

which is inA;, by (b) of Theoreni 2.17. Hence, by Corolldry 4.17, we have (a).
Part (b) follows from Corollary 4.17 and Lemrha 4.14 (a). Parts clear. O

4.6. The product [ad,,,, , adsq, | for r,s € R.
Here we focus on the commutatofsl,,,,,ad.,,]. As before, f*) denotes

(%)k (f) for any f € R. Our starting point is a fact about the terifasr;, h¢)*)
forr € R.

Lemma4.23.Fix ¢ > 0 and letr € R. If £ > 2, then

(4.24) (rmpht)®) e RRH2E L RpFHI=FY,
Proof. Consider first the case= 2. Then
(4.25)

(rph®)® = (rmp)"hE 4 20(rmp) R + 00— V) rmph 2 ()2 + brrph R

Sinceh divides T/, it follows that/(¢ — 1)rm,h*~2(h/)? € Rh*~h/. We may
supposer,i/ = dh for d € R and then take the derivative of both sides to
getmyh” = d'h + dh' — m,h'. From that we deducérr,h’~1h” belongs to
RA! + RA~1R, which is the right-hand side df (4.24) whén= 2. The first two
summands of_ (4.25) also clearly belong to the right-hané sid(4.24), so the
result holds wheik = 2.
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The inductive step follows from the fact that fars € R
(Thf+2—k)/ c Rh£+2—(k+1) and
(sh€+1—kh/)l e RhZ—i—Z—(k-{-l) + Rh”l_(kﬂ)h’. 0
The proof of the next lemma will use the fact th&t R] = 0 and the relation
™, ] =Y, () f®y™* in Ay from Lemmd Z.B.

Lemma 4.26. Letr, s € R, and letm,n > 1. In the Lie algebraHH(A},),
[adra,, s adsa,] = adjra,, 500 = adgan 1, Where g = mréo(s) — nsdo(r).

Proof. We first computera,,, sa,] in Na, (A) and then argue that certain ele-
ments are O in the factor Lie algebxa, (Ay,)/Ay. Forallr, s € R,

[ram, san] = rmph™ " Y™ sma k" " — smu k" Y rm kT Y™

_ Tﬂhhm_l Z <7Z’> (sﬂ_hhn—l)(k)ym—kn—k
k=1

_ Sﬂ'hhn_l Z <Z> (Tﬂ_hhm—l)(k)ym—i-n—k'
k=1

Fork > 2, LemmdZ.2B implies tht') (sm, A" 1) k) = qpn—1+2=k ypn—1+i=kp/
for someu, v € R (which depend o andm). Observe that

raph ™ bRy ATk gy gtk man—k ¢ AL and also

raph ™ oh TR R YR = ey B Rk mAn—R 2 A,
becauser;, k' is divisible byh. Similar reasoning applies to the terms in the second

summation. It follows that the terms coming from the abowasgan be nonzero
in Na, (Ar)/Ap only whenk = 1. Thus, moduldy,,

[ram,san) = mroh™  (smph™ ™ y™ T — s AT (pr i)y

= (mrh™ Y (smph ™) — nsh™(raph T R™) ) mpy ™!
= (7717‘50(8)11me_2 - ns&o(r)hm+”—2) Ty
= (mréo(s) — nsdy (T)) Qm+n—1,

whered, : R — Ris as in [4.1B). Hence, iAH!(A;,) we havelad,,,,ads,, ]| =
adjra,,,san] = 3dgay,,_1» Whereq = mrdg(s) — nsdo(r), as desired. O

4.7. Proof of Theorem[4.15.
Takeg € R. By Propositiori 4.20, we have the following productsHHI!(A;):

[Dg,adyq,] = adp .,y = nadgra,_, if n > 2, and[Dy,adve,] = —Dsy(gr) =
adgrq,- By Lemmd 4.4 (a) and Theordm ¥.9D,, ado,] = —[Dg, Dsy(ry] = 0,

which shows that (a) holds far = 0 as well. Since:—han € Ay, for all n, the rest
of part (a) follows from applying the division algorithm.
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For m,n > 1, part (b) is a consequence of Lemima 4.26. Given the skew-

symmetry of the formula in (b), it suffices to consider theecas= 0. By Lemma
[4.14 (a) and Propositidn 4.20, we haveHH! (A},),

[athlm adsan] = _[D(So(r)> adsan] =N adéo(r)san71 = _adnséo(r)an,p
which implies (b). O

4.8. Properties of dg.

We conclude this section with a few results on the mgghat will be used in
the next two sections. Their statements require the elemgint (2.15).

Lemma 4.27. Assumd is arbitrary, and letdy : R — R, do(r) = d(rap), be as in
(@13). Forallr € R, ?hgh dividesdy (r) if and only if —— dividesr-.

Th@h

Proof. Leth = 2. Thenr; = m, andg; = 1. Leté(r) = ', and letag =

hl = _h o _ b
7, h™" = opao. Thenmgh = and

§(rao) = (rao) h = (rag) oph = (rag) h = é(rag).
Thus, it is no loss of generality to assume that= 1.

Forr ¢ R, 6 <r7r—f;a0> = §(r) = r'h is divisible by h, and therefore by:—h,
and this establishes one of the implications. For the diraptication, letu be a
prime divisor ofh, and writeh = u“v, wherea: > 1 andged(u,v) = 1. Since
on = 1, we may also assume that< p whenchar(F) = p > 0. It follows that
7, = um,. Write r = u*s, wherek > 0 andgcd(u, s) = 1. We will show that if
u®~! dividesé(rag), thenu®~! dividesr. Sinceu is an arbitrary prime divisor of
h, it will follow from this that W—’; dividesr, provided it dividesi(ray).

With this notation, we have

0o(r) = d(rag) = (Tﬂ'hh_l),h = (ukﬂ_o‘swvv_l)/uo‘v
= (k+1— a)ufu/sm, + uF 1o (smv_l)/.

Assumeu®~! dividesdy(r). It is enough to argue that> o — 1. Supposing the
contrary, we havé < o — 1, sok + 1 < o — 1, which implies that**! divides
do(r). Now v (swvv_l)/ € R, sou divides (k + 1 — «)u'sm,. Note thatu’ # 0,
because we are assuming = 1. As/, s, andv are coprime tau, this implies
k = o — 1 whenchar(F) = 0, which is a contradiction. Whethar(F) = p > 0,
thenk = a — 1 mod p, but sincel < a < p, we again have the contradiction
k=« — 1. Thus, indeed: > o — 1. O

Lemma 4.28. AssumdF is arbitrary. Then the following hold.
() kerdg = (RN Z(Ay)) =2

ThOh '

(b) dim {50(r) |7 €R, degr < deg " } — deg

ThOh ThOR '

(c) Whenchar(F) = 0, thenkerdy = IE‘% and
dim {60(r) | re€R, degr < deg %} = deg I

"
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(d) Fors €R, (£) = 0ifand only ifs € (RN Z(Ap)) L.

Proof. (a) Letc € RN Z(Ay) and note that

h h -1 / =1y
do | ¢ =|c mhh h = (co, )'h=0.
ThOh ThOh

Therefore(RNZ(A)) -
For the other contalnment suppose thdt) = 0. Then Lemma4.27 implies
that we may write- = f— for 7 € R. Then applying Lemmia4.14 (b) we have

h h h h
0=y <f > = T7dg <—>—|—f/ 7Th:’F/ Th,
ThOh ThOh ThOh ThOh

which forces”” = 0, and thus" = 7‘— € (RNZ(Aw) = Q}
For (b), everyr € kerdp = (RN Z(Ah))— is divisible by— sor must be
0 or have degree greater than or equal to the degrg@ef Thus, the linear map

(4.29) {re R| degr < degmw} — { )| degr < degmw}

is an isomorphism. Part (c) is immediate from (b) and the flaatZ(A;,) = F1
andg, = 1 whenchar(F) = 0.
For (d), itis clear tha{2) = 0if s € (RN Z(Ah)) . For the other direction,

suppose tha{$)’ = 0. Thens'h = sh’, soh d|V|de33h’ and it follows thatry,

dividess. Moreover,
S s\/
% (a) _h<ﬁ> =0

and this implies thag’- € kerdp = (RN Z(A)) -, thus establishing the claim
thats € (RN Z(Ay)) & . O

5. Derp(Ap) WHEN char(F) =0

The one-variabl&Vitt algebra(also known as the centerless Virasoro algebra) is
the derivation algebr#/ = Dery(F[t]) = spanp{w, = t""14 | n > —1}, where
[Win, wy] = (N — M)Wy, fOr myn > —1, (w_o = 0). WhenF is the complex
field, W is the Lie algebra of vector fields on the unit circle, so it b&s/ed an
important role in many areas of mathematics and physics.a@uin this section
is to show the following result abobtH! (A;,) = Derg(A},)/Inderg(Ay) for fields
of characteristic 0, which we prove in Sectlon]5.5.

Theorem 5.1. Let char(F) = 0, and assumé # 0 anda,, = m,h""! for all
n > 0. ThenHH(A,) = Z(HH(A})) @ [HHY(A,), HH(AL)];

(5.2) N = spang{adyqa, | 7 € Rm(y/x,), 7 > 0}
is the unique maximal nilpotent ideal ptH! (A), HH(A)]; and
HHY(A,)/N = Z(HHY(AR)) @ [HHY(AR), HHY (A,)]/N, where
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(i) Z(HHY(AR)) = {Dr% | degr < degm,}.

(i) [HHI(Ah), HHl(Ah)]/N = ((R/Rﬂ'(h/wh)) &® VV), andW = spanF{wi |
i > —1} is the Witt algebra.

(iii) (R/Rm(,/my)) O©W 2 ((R/Rup) @W) @ --- & ((R/Ruy,) ® W), a direct
sum of simple Lie algebras, wheug, . .., u; are the monic prime factors
of h with multiplicity > 1, and each summand is a field extensiof\bf

We start by describing the decompositiberr(A,) = Dgr + € in Theorem
[4.9 more explicitly and prove Theordm b.1 in a series of tesWe conclude the
section by interpreting Theordm 5.1 in some cases of spetéakst.

Theorem 5.3. Assumechar(F) = 0, and regardA;, C A;. ThenDery(Ay) =
D@ EwhereD ={D, | g €R, degg < degh} and€ = {ad, | a € Na, (Ap)}.

Proof. We know from Theorern 419 théterp(Aj,) = Dgr + &, whereDg = {Dy |
g € Rtand& = {F € Derg(A1) | F(A) C Ap}. Since every derivation o&;
is inner (see Propositidn 3.19,= {ad, | a € Na, (Az)}. AssumeD; € Dg and
write f = gh + g, wheredeg g < deg h. Whenchar(F) = 0, there exists: € R
so thatr’ = —q. Then(D; — ad,)(z) = 0, and(Dy — ad,)(9) = f+ [9,7] =
f+1r'"h=f—qh=g. ThereforeD; —ad, = D, andDerg(A;,) = D + €, where
€ ={adg |a € Np,(Ap)}andD = {D, | g € R, degg < degh}.

Suppose now thab € DN €. ThenD(R) = 0 andD(y) = g for someg € R
with deg g < degh sinceD € D. ButthenD(y)h = D(gy) = g € R C Ap,. This
implies D(y) € R, and sincedeg g < degh, it must be thay = 0, and hence
D =0. ([
Example 5.4. Whenchar(F) = 0 and there are no repeated prime factors/in
we havel- € F*. In this situationNa, (Ax) = A;, (compare Remafk2.20). Then
& = Inderp(Ap), andHH(A,) = D = {D, | g € R, degg < degh} is an
abelian Lie algebra of dimensiodeg h.

In light of this result, it is tempting to think that the sugabra& might be
an ideal ofDerp(A;). However, that is not true in general as the next example
illustrates.

Example 5.5. Letchar(F) = 0 andh = 2™ for m > 2. Thenn, = z, and
according to Proposition 4.20 (b)D1,ad,, | = ady, = —Dj(q,), Whered(ag) =
(mph ™) h =1 —m. Thus,[Dy,ad,,] = (m — 1)D; ¢ &.
Lemma 5.6. Let char(F) = 0 andh # 0 be arbitrary. Assumg < R with
deg g < degh, andr,, € R with degr,, < deg % forall n > 0.

() If Dg+ 3,51 2adr,a, € Inderg(A), theng =0 =r, foralln > 1.

(i) If >, >02adr,a, € Inderp(Ap), thenr,, = 0 for all n > 0.
Proof. (i) Write Dy + >, - ad;,q, = ad, for somea € A. Then

Dy=ad, — Y ady,q, €EDNE=0,

n>1
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by Theorenmi 53. It follows thaj = 0 andad;, = 0, whereb = a — 3" -, rpan.
Thus,b € A; centralizesA;,,. By Lemma2bb € R C A, soin factb € T,
as it commutes withyy. In particular, we have ", ., r,a, € Aj. Sincea, =
mph"~ty™, we conclude from part (c) of Lemnia 2.1 thadivides r,,m, for all
n > 1;thatis,r, € R% forall n > 1. But sincedegr,, < deg ﬂ—f; it must be that
r, = 0foralln > 1.

(i) Assume)_, .,ad,, 4, € Inderr(Ay). By Proposition 4.14 (a)ad,q, =
—Dsy(ry)- AS degro < deg % we have thaideg §(r9) < degh. Therefore, by
(i) we know thatr,, = 0 for all n > 1, anddy(r¢) = 0. This impliesry € kerdy =
(RNZ(A))L = FL by Lemme4.2B. But thedeg rg < deg - forcesry = 0

Th ™

to hold. O

5.1. The structure of €.

Recall from Theorem 513 that = {ad, | a € Na,(An)} whenchar(F) =
0. The next theorem, a key result in our paper, clarifies thatioziship between
& and Inderp(Ay) and provides more detailed information abd@srr(A,) and
HHl(Ah) = DerF(Ah)/InderF(Ah).

Theorem 5.7. Assumehar(F) = 0. Then as vector spaces ouér
(i) € = spang{ad;q, | € R, degr < deg W—};, n > 1} @ Inderp(Ay).
(i) Derp(An) = D @ spang{ad,q, | 7 € R, degr < deg W—’Z, n>1}®
Inderr(Ap), whereD = {D, | g € R, degg < degh}.
(i) HHY(Ap) = D @ spanp{adyq, | 7 € R, degr < deg W—};, n>1}.

Remark 5.8. In the statement of Theordm b.7 (iii) and in what follows, deni
tify the derivationsD, (degg < degh) and the derivationsd,,, (degr <

deg W—’;, n > 1) with their image inHH!(A;,) = Derg(A},)/Inderg(A;) and use
the same notation for both.

Proof of Theorerh 517 ClearlyInderp(Ay,) C € = {ad,, | @ € Na,(Ap)}. More-
over, the sumspang{ad,,, | 7 € R, degr < deg %, n > 1} + Inderp(Ap) is
direct by Lemma5l6 (ii).

To showé equals this direct sum, assuine Na, (Ay). By Theorend 2,17 (a)(i),
we may supposeé = g + » .~ rna,, Wherer,, € R for all n. Forn > 1, write

Ty, = qn% + T, With ¢,,, 7, € R and deg 7, < deg % Then,

b=1ry+ Z an—};an + anan.

n>1 n>1

Sincew—};an = h"y" € A, foralln > 1, we havea = ro + >, 5, qnw—};an €Ay
Thus,ady, = )~ ads, 4, + ad, is an element obpanp{ad,,, | r € R, degr <
deg W—’;, n > 1}@9 Inderr(A;). Combining that with Theoreimn 8.3 gives (ii), and
hence (iii). d
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5.2. The commutator ideal [HH! (A), HHY(A})].

Proposition 5.9. Assumehar(F) = 0. Then

(5.10) [HHY(A,),HHY(A,)] = spang{ad,q, |7 € R, degr < deg %, n > 0}.
Moreover,HH! (A) /[HHY(A}), HHY(A,)] is an abelian Lie algebra of dimension
deg my,.

Proof. Assumer € R, degr < deg ﬂ—f; andn > 0. Then by Lemm&a4.15 (a),

1
adran — ntl [Dla adran+1]

in HH(A},), which proves the right side of (5.10) is contained in the. I&fhe
reverse containment follows from Theoréml5.7 (iii), LenindB4 and the fact that
D is abelian (Theoreiin 4.9).

Consider the linear map

(5.11) p: {g€R| degg < degh} — HH'(A,)/[HH(An), HH! (A})],

with p(g) = Dy + [HHY(AR), HHY(A.)]. By Theoreni5J7 (iii) and(5.10) is
surjective.

Now supposg € R with deg g < degh, andp(g) = 0. Then there exist, € R
with degr, < deg W—’;, so thatD, = ano ady,q, = adpya, + Zn21 ad;, 4, -
Hence, by Lemm& 4.14 (], 15,(r¢) — 2_n>1 3drna, = 0. Thus,g = —do(ro)
by LemmdX5.b (i). Conversely, j = —do(ro) for somery € R with degry <
deg ﬂ—f; thenp(g) = 0. Therefore,

(5.12) kerp = {50(q) | degq < deg%} :
and dim kerp = deg % by Lemmd4.28 (c). Consequently,
dim (HH*(A5)/[HH* (A1), HH' (AL)]) = degh — deg2- = degmy. O

5.3. The center of HH(A},).
Theorem 5.13. Assumehar(F) = 0. Then
(5.14) HHY(A,) = Z(HHY(A},)) @ [HHY(A},), HHY(A},)], where
(5.15)
2t = {0, .

Th

degr < degwh} anddim Z (HH*(A),)) = deg .

Proof. Let z € Z(HH(A.)). By Theoreni5J7 (iii), we may write = D, +
Zfz:l ady, q,, With g,r, € R, degg < degh and degr,, < degw—}; for all n.
Then by Lemma4.15(a)) = [Dy,2] = >.'_, nad,,4, ,. By Lemmal5.s (ii),
r, = 0foralll <n < /andz = D,. Butthen0 = [Dy,ad,,] = adye,, SO
dividesg. This proves one direction of the inclusion [n_(5.15).

Conversely, for aly, r, s € Randn > 1, we have iltHH! (A;,),
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|:Drh,ad5an] :nadirsa =0= |:Drh7Dg:| s
Th m oot Th

showing thatD_» € Z(HH!(A;)) and implying that[(5.15) holds.
To verify the sum in[(5.14) is direct, suppose
z € Z(HHY(AR)) N [HHY(A), HHY(AL)].
By (5.18), there is @ ¢ R% with deg g < degh such that: = D,. But theng €
kerp, wherep is as in[(5.111), and henge= dy(q) for someg with deg g < degw—};
by (5.12). Hence,ﬁ—’; dividesdy(¢). But whenchar(F) = 0, Lemma4.2l7 implies
that% dividesq. Sincedeg q < deg ﬂ—f; it follows thatq = 0, so thatz = 0.
We know now that the map
v Z(HHY(AR)) — HHY(AR)/[HHY(AR), HHY(AL)],
given by restriction of the canonical epimorphism is injeet By Propositior 5]9
and [5.15), both algebras have dimensitsg 7, S0« is in fact an isomorphism.
In particular,
HH(A5) = Z(HH' (A1) + [HH (AR), HHY (Ap)],
which finishes the proof. O

5.4. The structure of [HH(A), HHY(A})].

Let char(F) = 0, and assume as befote = Aui" ---uf*, 7, = up---uy,
where theu; are the distinct monic prime factors bfand\ € F*. Let

t
_ o Tl - ~ ,
(5.16) ¢=20bo(l) =m, — A —;(1—ai)u1~-ui'~utui.
Observe that = X [] uf“™", sothatm(x,) = I1; 4,52 i is the product of
i, ; >2

the distinct prime factors df having multiplicity > 1, andgcd(s, 7(/x,)) = 1.

Recall from Proposition 519 that

[HHY(A,), HHY(A})] = spang{ad,q, | 7 € R, degr < deg W—};, n > 0},

wherea,, = m,h" ty" for all n > 0, anda,, € Na, (Ay) for all n > 1. For
m,n > 0andr, s € R, by Lemma4.15 (b) we havjed,,,, ,ads,, | = adga,, 1 =
adga,, ., , INHHY(A), whereg = mrdy(s)—nsdy(r) andd is the remainder when
q is divided byw—hh inR.

Using (5.14) and the fact tha(r) = rdo(1) + »'n, and 7, is divisible by
T(h/mp)r WE have that

N = spang{adyq, |7 € Rm(/r,), 7 > 0}

is an ideal ofHH!(A;,) contained iNHH!(A}), HH!(A})]. Our immediate goal is
to demonstrate several important properties of the idd¢ahd to understand the
Lie algebra

L = [HH! (A5), HHY (A5)]/N.



DERIVATIONS OF A FAMILY OF SUBALGEBRAS OF THE WEYL ALGEBRA 27

Forg € Randm > —1, set
(5.17) egm = —adgq,, ., +N.
Then forr € R, we have
(5.18) g=r1 modR7(4/r,) = €gm = €rm-

Theoreni 4.15 (b) shows that the elements,, have a multiplication very sim-
ilar to that ofR ® W, whereW is the Witt algebra. This motivates the next result.

Lemma 5.19. Assumechar(F) = 0, and letW = spang{w,, | n > —1} be the
Witt algebra so thatw,,, w,] = (n — m)wy,4n, for myn > —1 (w—_o = 0). Then
£ = [HHY(AL), HHY(A})]/N = (R/R(j,/m,)) © W, @and £ is simple ifr, /., ) is
a prime polynomial.

Proof. In proving this lemma, we will use to denote both an element Rfand the
coset it determines iR/R7(;, /), Which is permissible to do by (5.118).

The elementsexj,m, with0 < j < degw(h/ﬂh) andm > —1, generatel
by (5.18). To show they form a basis &f, supposed_; , vjmezim = 0, for
scalarsy;;m, 0 < j < degm(y/x,) @andm > —1. Letr, = 3, vjm@’. Thus,
> m>—1234r,,a,,,, € N, which by Lemma3J6 (ii) implies that,, € R/, for
allm > —1, since by constructiondeg r,, < degm(;/x,) < deg W—’; Hence, it
must be that,,, = 0 and~; ,», = 0, forall 0 < j < degm(;/,) andm > —1.

Assumev € R satisfieso)s = 1 mod Rm(;, /), and consider the linear map

(R/RT (/) @W = L, 7 @ Wiy +> Epyym-
Now
(1 ® Wy, s @ wy] = (N —m)(1rs ® Wmin) — (N —M)€rsymin-
However, inl we have by Lemmia 4.15 (b) (a$,/,,) dividesm;,) that
[ervmy€sun] = (M —n)adrsp2can iy TN
= (m—n)adrsvaninis + N = (" —m)ersumin-

Thus, this map is a Lie homomorphism with inverse map givea,.by — r¢®@w,,
forr € R, degr < deg T(h/my)r SO thatl = (R/Rﬂ-(h/wh)) Q W.

Suppose now that(, ) is a prime polynomial. We argue thitW is simple,
whereK denotes the fiel& /Rm(;, /., ). Let2 denote a nonzero ideal &f@ W, and
let0 # w = Zﬁ:_l &n ® wy, € Q, wherew is chosen so that > —1 is minimal.
Then

‘ ¢
0#[1Qw_1,w] = Z[l R W_1,&, @ wy] = Z(n + )&, @ wy—1 € Q.
n=0 n=0
This contradicts the minimality of, unless¢ = —1. Hence, we may suppose

0# &®@w_; € Qfor somel # ¢ € K. From this it follows that2 contains
[E@w_1,k @ wWni1] = (M + 2)ék @ Wiy,
for everyx € K andm > —1, and consequentlfi{ @ W C Q. O
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Assume there ark > 0 distinct monic prime factors df with multiplicity > 1.
If k = 0, then— € F* andn(/r,) = 1. In this caseR/Rm(;,/r,) = 0 and
= [HH(Ay), HH1(Ah)]/N = 0. If & > 1, then after possibly renumbering
the factors, we may suppose that . . . ux are the distinct monic primes occurring
with multiplicity > 1in h. In other wordsy, /) = u1 - - - ug. Then

(520) R/Rﬂ'(h/wh) = R/Ru1 U = R/RU1 DD R/Ruk,
so it follows that
(5.21) (R/RT(/my)) ©W = ((R/Rup) @ W) & -+ - & ((R/Rug) @ W) .

By Lemmd5.1DB, each of the summari@s'Ru;) ® W corresponds to a simple ideal
of £, soL is semisimple in this case.

Corollary 5.22. Assumehar(F) = 0 andh = Auj" - - - u*, whereX € F*, theu;
are the distinct monic prime factors &f and for k 2 0, ug,...,u; are the ones
which occur with multiplicity> 1. (Whenk = 0, no factor has multiplicity> 1.)
LetN = spang{ad,q, | 7 € Ra(/n,), n > 0} C [HHY(AR), HH!(A,)]. Then the
following hold:
(i) N is the unique maximal nilpotent ideal piH(A,), HH(A;)] and the
quotient{HH(A), HH (A,)]/N is the direct sum of simple Lie algebras
(5.23) [HHY(A},), HHY(A)]/N = ((R/Rup) @ W) @ --- @ ((R/Rug) @ W) ,
whereW is the Witt algebra.
(i) If a; <2forall 1 <i<t,thenN =0.
(@) If a; = 1 for all i, then[HH!(A,), HHY(A})] = 0.
(b) If someq; = 2, then[HH(A,), HH! (A},)] is the direct sum of simple
Lie algebras (compar.23).
(iii) If there isi such thato; > 3, thenN # 0, and [HHY(AR,), HHY(AR)] is
neither nilpotent nor semisimple.

Proof. By Lemma[5.1P and the abové, = [HH(A,), HHY(A})]/N is a direct
sum ofk > 0 simple Lie algebras of the forrfR/Ru;) ® W, wherei < k andW
is the Witt algebra.

To show thatN is nilpotent, letN; C N for j > 1 be defined by

(5.24) N; = spang{ad,q, |7 € R(W(h/ﬂh))j, n > 0}.
Then it is easy to see, using Lemina 4.15 and the factpgt, ) divides 7y,
thatN; is an ideal of(HH!(A.), HHY(A,)] and [N, N;] € Nji1. As W—}; divides
(7 (h/x,))" fOr somen, it follows thatN,, = 0 and\ is nilpotent.

For any nilpotent ideadl of [HHY(A;), HH(A)], (J + N)/N is a nilpotent
ideal of £. Sincel is either0 or a direct sum of simple ideals, it has no nonzero
nilpotent ideals. HenceJ C N, which proves the claim tha\ is the unique
maximal nilpotent ideal ofHH! (A,), HH (A)].

If all prime factors ofh have multiplicity at mose, thenr;,/~,) = )\_}ﬂl'h and
N = 0. Thus, [HHY(A;),HHY(A,)] = £ and part (i) follows. If there is a
prime factor ofh with multiplicity greater thare, then% does not divider, /),
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soN # 0. In particular, [HH!(A.,), HHY(A.)] is not semisimple, as it has a
nonzero nilpotent ideal. However, JHH!(A;,), HH(A;)] were nilpotent, then
N = [HH!(A,),HH!(A},)] and thusr(,/r,) = 1, so% € F*, which contradicts
our hypothesis. ThereforiH!(A;,), HH(A},)] is not nilpotent either. O

We now have all the pieces to assemble the proof of Thebréem 5.1

5.5. Proof of Theorem[5.1.

By Theoreni 5. IBHH! (A;) = Z(HHY(A})) @ [HHY(AR), HHY(AR)] if char(F) =
0, whereZ(HH(A,)) = {D, » | degr < degm,} and dimZ (HH(A,)) =
deg 7. Then Corollany5.22 tells us that = spang{adya, | € Rr(y/m, ), 1
0} is the unique maximal nilpotent ideal gHH*(A;), HH(A;)] and
[HHY(AR), HHY(A)]/N = ((R/Ruy) @ W) @ - -- @ ((R/Rug) ® W), a direct sum
of simple Lie algebras, whel¥ is the Witt algebrag, . . ., ux are the monic prime
factors of h with multiplicity > 1; and each summand is a field extension\f
This establishes all the assertions in Thedremh 5.1 and wdeslthe proof. O

Corollary 5.25. Assumehar(F) = 0. Then
(@) Z(HHY(A})) @ N is the unique maximal nilpotent ideal BH! (A},).
(b) HHY(A},) is a nilpotent Lie algebra if and only ﬂ% € [~
(c) [Example[5.4 revisited]f % € F*, thenm(,/r,) = 1, which implies
[HHY(AR,), HH(A)] = 0 = N and
HHY(A;) = {D, | degg < degm), = deghl},

an abelian Lie algebra of dimensiodeg h.

V

It is a consequence of Theorém15.1 thid* (A;) modulo its unique maximal
nilpotent idealZ(HH!(A,)) @ N is either 0 or a direct sum of ideals that are simple
Lie algebras of the fornk; @ W, wheref € R = F[z], Ry = R/Rf, andW is
the Witt algebra. Propositidn 5.28 below gives a criteriontivo such algebraR
andR, to be isomorphic.

Recall that theeentroidof anF-algebraA is

(5.26) Ctdp(A) = {x € Endg(A) | ax(b) = x(ab) = x(a)bforall a,b € A}.

If two algebrasA; and.A; are isomorphic via an isomorphismthenCtdg(A;) is
isomorphic toCtdy(As) via the isomorphismy — nyn~*.

Now it follows from [BN, Cor. 2.23] that ifA andB are algebras over a field
IF, B is perfect and finitely generated as a module over its algefmaultiplication
operators, andl is unital, then

(5.27) Ctdp(A ® B) = Ctdp(A) ® Ctd(B).

(The roles ofA andB are reversed here from what is in [BN] to make this com-
patible with our expressions.) We will apply this result tmmgpute the centroid
of the Lie algebraRy ® W, which we can do sinc®/ is perfect and generated by
w_1,ws, and then use this to show
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Proposition 5.28. Ry ® W = R, ® W if and only ifR; = R/Rf andR, = R/Ryg
are isomorphic.

Proof. If x € Ctdr(W), thennx(w,) = x([wo,w,]) = [wo, x(wy,)], which im-
plies thaty(wy,) lives in the eigenspacBw,, of ad,,, corresponding ta. Thus,
x(wy) = \yw, for some),, € F. But then the above calculation says\,w,, =
X([wo, wy]) = [x(wo),ws] = now,, which forces),, = A, for all n. Hence,
X = Ao idw andCtdr(W) = Fidw. (Comparel[BN, Ex. 2.25].)

Any x € Ctdr(Ry) satisfiesy(r) = x(1)r for all . Thus, ifs, = x(1), we
havey(r) = s,r, and the mag — s, shows thaCtdr(R;) = R;.

Now if Ry ® W = R, ® W, then their centroids are isomorphic. Hence,

Ctdr(Ry @ W) =2 Ctdp(R; ® W) <=
Ctdr(Rf) ® Ctdp(W) = Ctdp(Ry) ® Ctdp(W)
Rf®FidW = R9®Fidw < ngRg.

Conversely, ify : Ry — Ry is an isomorphism, then @ idw : Ry @ W — R, @ W
is an isomorphism, with inverse=! ® idy. O

5.6. Special cases.

In this concluding subsection, we summarize the derivatsualts for the well-
known example#\; (Weyl algebra) A, (universal enveloping algebra of the two-
dimensional non-abelian Lie algebra), ahg (Jordan plane). As mentioned ear-
lier, the result for the Weyl algebra goes back to Sridarah 48d can be found
in [D2, Sec. 4.6] (see also Proposition|3.1 above). In Thectes char(F) = 0),
Theorem 4.10dhar(F) = p > 2), and Theorem 4.16ckar(F) = 2) of [S1],
Shirikov has computed the derivations of the Jordan phane The results foA .-
in [S1] (see alsd [S3]) are stated in a different form from tikaiven in Theorem
[5.29 below and in the next section for prime characterisfidse assertions about
HH!(A},) in the next theorem follow from Sectién 5.4.

Theorem 5.29. Assumehar(F) = 0, and forg € R, let D, denote the derivation
of A, with Dy(z) = 0 and D, (y) = g. Then

(I) For A4, DerF(Al) = InderF(Al), SOHHl(Al) = 0.
(i) ForA., Derp(A;) = FD;®Inderg(A,), SOHH(A,) is a one-dimensional
Lie algebra with basi{ D, }.
(i) For Apm withm > 2, m, = z, and
HHY (Agm) /N = Z(HHY (Agm)) & [HHY (Agm ), HHY (Agm)] /N
= FDym-1 @ [HHY(Aygm), HHY (Agm)]/N
% ]FD:L.mfl @ VV

whereW = spanp{w; | i > —1} is the Witt algebra. The ided\ is
nilpotent of index< m — 1. In particular, N = 0 whenm = 2.
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6. Derp(Ay,) WHEN char(F) =p >0

Throughout we assume that the fi@das characteristipp > 0, h # 0, and g,

is as in Definitio Z.I4. Our main results in this section afedreni 6.21 and
Corollary [6.23, which give direct sum decompositions Berr(A;) as a module
over the centeZ(A;,) of A;, and Theorerh 6.29, which gives necessary and suffi-
cient conditions foHH!(A},) to be a freeZ(A;)-module. In the final subsection,
we determine the Lie brackets Drerg(Ap,).

6.1. The derivations D, and the decomposition.

From Theorem 419, we know that for eveyc Derr(A},) there existEl € € =
{F' € Derr(A1) | F(Ay) € Ay} andg € R so thatD = D, + E, whereD, is
the derivation ofA;, given by D,(x) = 0 andD(y) = g. The main problem is to
determine conditions foE € Derp(A;) to restrict to a derivation oA;. Theorem
[3.8 tells us that every derivation &; has the formwE, + zE, + ad, where
w,z € Z(A1), a € A andE,, E, are as in[(3]2). However, it is not generally true
thatwE, andzE, restrict toA;, for arbitrary elements, z of Z(A;) = F[z?, y?].

6.2. Derivations of the form wE,,.

Lemma6.1. Letchar(F) = p > 0, and assum& = wE,+zE,+ad, € Derg(A;)
restricts to a derivation oA, wherew, z € Z(A;) anda € A;. Thenw € Z(Ap,).

Proof. Derivations map the center to itself, so by Theofem 2.4 andrhe 3.6 we
know thatE(zP) = —w € Z(A1) N A = Z(Ap). O

We will provide necessary and sufficient conditionswre Z(A) for wE, to
restrict to a derivation of\;,, but this will require the next lemma.

Lemma 6.2. Let g;, be as in(2.18) and assume < R. Thenwh?~! € F[z?] if and
only if v'h = vh' if and only ifv € Fla?] .

Proof.
vhPTl € FlaP] = (kP =0 <= vh=vh' < (vh7!) =0
e ve (RN Z(Ah))g£ - F[xp]£ by LemmdZ28 (d) [
h h

Proposition 6.3. Assumehar(F) = p > 0 and letw € Z(Ay,). The following are
equivalent.

() wE, restricts to a derivation ofy;

(i) we Z(Ah)%;

(i) wE,(x) € Ap;

(v) wE, € Z(Ap)E,, whereE, = %Ew.

Proof. Sincew € Z(A;), we may assumes = )

Flz?] for all i. Now wEy () = 30 mod p
s; for eachi <= for eachi, s; = wiﬁhf”_l = wi% € F[zP] for some
w; € F[zP], by Lemmd6.R. Therefore, (ii) and (iii) are equivalent.

- iEOmodpsihiyi, wheres; €
sy Pt e A, < hP~! divides
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The implication (i)=> (iii) is clear. Now assumevE,(z) € A,. Then by
the equivalence of (ii) and (iii), we may suppose that= u% for someu €
Z(A). Now Lemmd 35 (f) implies thak,, (§) € h'y? + >-7—y Ry, SowE,(j) =
w2 EL(9) € uln'y? + S Ruly?, which belongs ta\, sinceg, divides?'.
Thus, (ii) implies (i).

It is clear that (ii) and (iv) are equivalent, &5 # 0 andA; is a domain. [

Theorem 6.4. Assumechar(F) = p > 0, and letE = wE, + zE, + ad, €
Derp(A1) with w, z € Z(A1) = F[zP,yP], anda € A;. If E € Derp(Ay), then
wE, € Derp(Ay) andw € Z(Ah)%.

Proof. SinceE(x) € Ay, we havewy?~! + [a, z] € A;,. Observe that

wyP~ ! e @ Ry’ and [a,z] € @ Ry’.
i=—1modp iZ—1modp
Thuswy?~! € A, anda, z] € A,. This implies thatwE, (z) = wy?~! € A, and
the result now follows from Lemnia 8.1 and Proposifiod 6.3. O

6.3. Derivations of the form D = zE, + ad,.

In view of Theorem$ 318, 4.9, ahd 6.4, we know that every déon of A, has
the formD,, + uE, + 2E, + ad,, whereg € R, D, anduF, are derivations oA,
we Z(Ay), z € Z(A),a € A, andE, = %Em Moreover, evenD,, + wE, with
g € Randu € Z(A;) gives a derivation of\,. For that reason, we may assume
thatD = zE, + ad, is a derivation ofA; that restricts to a derivation &;,.

Lemma 6.5. Let D = zE, + ad, € Dergp(A;) for somez € Z(A;) anda €
A1, and supposé) € Derp(Ay). Thena = b + ¢, whereb € Na, (A,)=o and
c € Ca () = Flz,y?] as in Remark 2.20, and botid, and zE, + ad. are
derivations ofA; that restrict to derivations oA,. Moreover, ifa = > .-, riyt
andz = >, noa, Giv', Wherer; € Rande; € Fla?] for all i, thenzE,, + ad, =
Df + 2Ejy + adé + adb’ wherez = ZiEO mod p,i>0 Ciyi’ c= ZiEO mod p,i>0 Tiyi
andf = Cohl’p_l — 5(7"()) € R, andéEy +adz € DerF(Ah).

Proof. Leta andz be as in the statement of the lemma. Singg(x) = 0, we have

D(x) € Ay, ifand only if [a,z] € Aj,. Asin (218),[a,z] € A), < r; € Rhi™!

for all i Z 0 mod p. Thus, we writer; = s;h*~! for each suchi, wheres; € R.
Now D(hy) = D(y) — D(h') € Ap, and we reason as in(2]19) that

D(hy) € Ap<= zhaP™' + Z sihi ™ hyt — Z rihy' € Ay

1Z0mod p i=0mod p
6.6) <= > (axP'-r)hyfcAsand Y shiTHy €A,
i=0modp 1Z0mod p

— K7 (gaP™t — 7)) forall i =0modp, i >0, and
h|s;h forall i # 0mod p.
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Hence, if D € Dery(Ay), thenh|s;h' for all i Z 0modp by (6.6), and we
know by Lemmd 2.13 that,, divides each such;. Then there exisb; € F|x]
so thatr; = bym,h'~" for eachi # Omodp, andb = 7,0 moa, bimnh' ™ 'y" €
Na, (An)x0 by Theoren 2.17 (b). Thead, andD belong to€ = {F € Derg(A;) |
F(An) € Ap}. Settinge = a —b = ;g n0a, %" € Ca, (2), we have that
2Ey +ad, = D — ady € €. Thus bothad, andzE, + ad. are derivations of;
that restrict to derivations &4;,.

From E,(z) = 0 and E,(j) = 2P~'h (Lemmal36 (e)), we see th#, =
Dyp-1;, € Dr C Derp(Ay). Also, from Propositiori 416 (i), we haved, =
—Ds(y € Drforallr € R. As aresult, iz, a, b, c are as above, then¥, +ad, =
Dy + ZE, + ad; + ady, wherez = ., mod p,i>0 ciy', ¢ = 2 i=0mod p,i>0 riy’
andf = Cohwp_l — 5(7“0) € R, andEEy 4+ ad; € Der]F(Ah). O

6.4. The restriction map Res : Deryp(Ay,) — Derg(Z(Ay)).

Whenchar(F) = p > 0, Z(Ay) = F[zP, z], wherez;, = hPyP = yP —
The mapRes : Derg(Ay) — Derr(Z(Ar)) given by restricting a derivation to
Z(Ay) is a morphism of Lie algebras. In this section, we inveséights map and
describe its kernel and image. This will enable us to detaerbierr(Ay) in the
next section. The derivatioé? plays a significant role. A8 sendsz to 67 (z),
thend? = 6P(z)-L and

(6.7) S (r) = &P(x)’  forall r e R.
Lemma 6.8. Letz, = hPyP € Z(A), and writehP~! = Zﬁ’:—ol hiz® with h; €
F[«P] for all 7.
() For anyr € R, D, (z,) = 67~ (r) — £y — (ppp-1)P~1),
(b) 67(x) = — (h»1)*"Vh = B, 1h s0 thats? = h,_;5 and D (z;) =
—hp-1.

51’}(Lm)g-

Proof. (a) For anyr € R, we have

~ op ~ —1 ~ a1 &P
Dy (z) = Dy (3P — L8 gy = S0 7f grrgr—tn — Ly

p—1 n
=X ()t s

- (“))‘”rrwp-l—j - Tl = 1) - Tl

The fact thatD, (z,) = (rh?~1)P=1) comes from (c) of Corollary 4.17.
(b) Takingr = 1 in part(a) yields(h?~1)?™" = gp=1(1) — 2@ _ @)
and thusi?(z) = — (h*=1)""" 1. Since(«¥)?™" = 0for0 < i < p— 1 and

1
(@r=))P"Y = 1, it follows that (hr—1)*~ " (Zf ~o i >(p . ~hp-1.
Hence ¢ (z) = hy_1h, ands? = 6P (z) L = hy,_1hL = h,_16 by (6.17). O
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Proposition 6.9. The kernel of the restriction maRes : Derp(Ay) — Derg(Z(Ay,))
is
ker Res = Dg + {ad, | a € Na, (Ap)},

whereDg = {D, | r € ©} andO© = {7« eER|#(r) = 6p}(f)r}.

Proof. The right side is containekkr Res by (a) of Lemmd 6.8 and the fact that
Z(Ap) C Z(Ay). For the other direction, suppose that € ker Res. In view
of Lemmal[6.b, we may suppode = D, + uE, + ZE, + ady, + ad; for some
7€ R u € Z(An), 2 = Y imomodpis0 Gy € Z(A1) with ¢; € FlaP], b €
Na, (Ar)z0, @ndC € 3, nod pis0 RY'- Sincead, € ker Res, we can assume that

E = D, + uE, + 2E, + adz € ker Res. Applying E to z?, we see that = 0.
Sincead;(z;) = 0, we have

0 = (Dr + iEy)(zh) = 5;0—1(7,) - ép}(f)r + ZE, (hPyP)
= ) - y)—}(f)r — zZhP

= ) - L}(Lx)r

_ Pt
Z’iEO mod p,i>0 Clh Y-

From this we deduce that= 0 andé?~*(r) = ‘V%(m)r. Thereforead; = E— D, €
Derp(Ap), r € ©,andD € Dg + {ad, | a € Na, (Ar)}. O

In light of Propositiorf 6.8, we would like to determine monéormation about
O.

Proposition 6.10. Leth?~! = ™~ k!, with h; € F[z?] for all 4, as in Lemma
[6.8, and lefRes : Derp(A;,) — Derp(Z(Ay)) be the restriction map.
(a) Letdy : R — F[zP] be theF[zP]-module map given by(r) = D, (z).
Then

O = {reR|& () =2} = (reR|#(r) =Ry}
= kerd ={r € R| D, € kerRes }
= {reR| (P~ HP= =0}
= {reR[ri*'eimi} = {reR|rh’ €imd}.
In particular, © containsim 4.
(b) © is a freeF[zP]-module of rankp — 1 and 6P~ # 0. If §» = 0 then
F[zP] C ©; if P # 0 thenF[2P] N © = 0.
(c) imY = {D,(z) | r € R} = F[aP]h, whereh is the greatest common
divisor inF[2] of {R; | 0 < i < p}. HenceRes(Dr) = Flar]hzL-.
(d) Lety; € Fz”] be suchthab = S~ Gihs, and setf = — S0~} ga? =17
ThenRes(D;) = hzZ- andR = F[2P]§ ® ©.
(e) Forall f € R, (f'fp_l)(p_l) — —(f")P. In particular, D , (z),) = — %)

on On
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Proof. (a) Letr € R. Then by Lemmas6l8 (a),
re® <« (rhp‘l)(p_l) =0

d
rh?~! Ejzﬁ‘l’ —
— € T Imd(ﬂ

— rhPf e |m5.

In particular,d(r)h? = §(rh?) € im ¢ for all » € R, so (a) holds.

(b) and (c) For thef[zP]-module mapy : R — F[zP] given by d(r) =
(rhp—l)(p_l), im 4 is the ideal ofF[z”] generated by9(z7) | 0 < j < p}. Note
thatz/h?~1 = S°P~ hya'ti, so¥(a?) = —h,_1_;. Sinceh # 0, we cannot have
h; =0forall0 <i < p, thusimd = F[zP] h, where0 # h € F[2P] is the greatest
common divisor of{ h; | 0 < i < p}. In particular,im ¥ is a freeF[z?]-module of
rank one, and it follows thad = ker ¢} is free of rankp — 1.

If 7~1 = 0, thend? = 0 and® = R, which is a contradiction, aR has rank
p as anF[zP]-module. Thusi?~! # 0. Suppose that? = 0. Then® = {r ¢
R | »~1(r) = 0}, and it is clear thaF[z?] C ©. Suppose now thaf’ # 0.
Then,&?(z) # 0. If r € F[zP] N O, then0 = o7 1(r) = & (I)r sor = 0 and
F[zP] N © = 0, as asserted in (b).

(d) As 9(zP~1"") = —h;, we haveRes(Dp-1-:) = —hig-for 0 < i <

p. Now if ¢; € F[aP], 0 < i < p, are taken so tha?t S Olfj,h,, then for
=->Pr Olzj,xp—l—i it follows that Dy = — >0~ GiD,p-1-+ andRes(Dy) =

S0 dhi) g =
Supposer € R. Then by (c), there exists € F[zP] such thatRes(D,) =
uRes(D;). Hence,Res(D,_,3) = 0, r —ug =t € ©, andr = ug + t. This
shows thaR = F[zP]§ + ©. Sinced(ug) = uh # 0 for all nonzerou € F[z?], it
is apparent the sum is direct.
It remains to prove part (). We assume the stated equalitistior f,g € R
and show it forf 4+ g. Now

—

p—1
(F+9)(f+g ™ =1 (=D frg'™ ’“+g§j 1 frgrtt
k=0 k=0
p—2 p—1
_ffpl+ggpl_|_flz fkplk+gz fkplk
k=0 k=1

p—2
=g T YD (TR g )
k_

0
2
_ frgp=1 1o p—1 X VIR k1 p—1-k)
=ffP" 44y +§(1)—k+1f g :

k=0
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Since(im%)(p_l) = 0, we see thaf — (f'fP~1)P=1) is an additive mapping on

R. Hence, it will be enough to show théf’fp—l)(”_l) = —(f)P for f = ya™,
with m > 0 and~ € F. This is immediate from

(f/fp—l)(P_l) _ (,ypmxmp—l)(P_l) _ ,ypml,(m—l)p (l,p—l)(p_l)

— _mew(m—l)p _ (memq)p

_(f/);l)’
so the equality in (e) holds for afl € R. Taking f = h gives

Dy (zp) = (—,hP*)(p_l) _ 1 (Whr) 7Y = _wr 0
op Oh Oh Oh

Remark 6.11. The mapy : R — F[a?], r (rhp—l)(p_l), can be thought
of as an inner product with-(,_1, ..., ko): If we identifyr = S0P~ 1 rpab €
@P_L Fla?]z* with the tuple (ro,...,7,—1), we can viewd as the map
(1o, ..y Tp—1) = — Zf;ol r,-i_zp_l_,-. Then® is the orthogonal complement of
the line generated bgf,_1, ..., ho).

Example 6.12. Assuméer = g™, wherem > 0 andg = x — v for somey € F.
ThenR = P, Fg', and

p—2
iméz@F[gp]gmH: @ Fg’.
=0

jzm
jZm—1mod p

Now forr = 3. rigt withr; € I for all 4,

red — rh”:an”m”eiméz @ Fg’

>0 j=zm
- jZm—1modp

< 1, =0 for i=m —1 modp.

0= @ Fg’.
Jj=0
jZm—1mod p
Recall§o(r) = §(rmph™t) = (rmph™Y) h. If p { m, thenm, = g and from this
we sea¥(g’) = 5(¢g/T1™™) = (j + 1 — m)g’, so thatg/ € im &, exactly when
j #m—1modp. Ifp | m, thenm;, = Landdy(¢’) = d(¢? ™) = jg’ ~* = L(g7),
soimdy = im L. In either event, we have

Hence,

©=ims= @ Fy = P Fy|oims
>0 0<j<m
jZm—1mod p jZm—1mod p

Some cases of special interest are
: —2 i d.
eforh=1, ©=imd = @;’:0 FlaP]a? = im -
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o forh =z, ©=imé = @"_| Fla*]a?;
o forh =z"with2<n<p, 6= (@;-:glﬁ'xj) @imd.

In view of Proposition 619, we investigate the following.

Proposition 6.13. SupposeD, + ad, € Inderg(Ay) for somer € Randa €
Na, (Ar). Thenr € imé, a € A, + Z(A1), andad,, D, € Inderp(A;). Conse-
quently,

De N {ada | a € NA1 (Ah)} = Dims.,
whereDg = {D, | r € ©} and Dins = {D, | r € imd}.
Proof. For the first statement, suppose that+ ad, = ad, for somev € Ay, Then
it follows from D, = ad,_, thatv—a € Ca, (z). Writingv—a = 3, 04, wi¥/",
wherew; € Rforall i, we haver = D;.(9) = [v—a, 9] = > ;g modp Wiy, yh] =
=Y i=0modp Wihy'. As aresultyr = —wyh € imé andw; = 0 for all i > 0.
Hence,w; € Flz?] foralli > 0 andw = >,y 0apiso Wiy’ € Z(A1). Now
a=(v—wy) —w € A+ Z(A1), which implies thatd, = ad,_,,, andD, are in

Inderp(Ap).
The assertion abog follows from what we have just shown and the fact that
Ds(4y = —ad, for all g € R by (ii) of Propositior{ 4.5. O

From Proposition 6.13, we can conclude the following:

Corollary 6.14. The kernel of the induced mapRes : HH'(A;) — Derg(Z(Ay))
is

kerRes = (Do + {ad, | a € Na, (An)})/Inderg(Ay)
('D@/'Dim(s) S ({ada | a € Na, (Ah)}/lnder]F(Ah))
(©/iméd) @ (Na, (An)/(An +Z(A1))),
where the isomorphisms are &§z?]-modules.

12

12

Next, we investigate the image of the miags. Recall from Proposition 6.10 (c)
thatRes(Dg) = F[z?]hzL- = F[zP]Res(D;), whereq is as in (d) of that propo-

sition. Now using Lemma3.6 (c) anfl, (z,) = LB ()2, = _(;;'})pzm we
have
o . P . o "\p
(6.15) B, (27) _ M- ang B2 :—kzﬁj(h) 7
and thus,

g 1 d d
= —— p__— "\p _—
Res(E,) o <h ) + (h) Zhdz;,) .

In particular, for
(6.16) F =2z,D, —E,, wehave Res(F)= W _d
' (s on d(zP)

by Propositio 6.70 (e).
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Theorem 6.17.Assumehar(F) = p > 0, and letRes : Dery(Ay,) — Derg(Z(Ay))
be the restriction map anBes : HH(A;) — Derp(Z(A)) be the induced map.
Then the following hold.

(@) imRes = imRes is a freeZ(A )-submodule oDerp(Z(A})) of rank 2
generated oveZ(Ay,) by ( 7 and h d , Whereh is as in Proposi-
tion[6.10 (c).

(b) If t1 = 2P, to = z, and ifZ(Ay,) is identified withF[t1, t5], thenim Res is
isomorphic to the subalgebra of the Witt algelivary (F[t1, t2]) generated

overF[ty, o] bydy = 224 dy = hL, where
d - hP
dy,d ) 2 g
[di,do] = dtl( )th 2-

Proof. By the above and Propositibn 6110, for part (a) it sufficeshtmsthat
im Res C Z(A;,)Res(DR) + Z(Aj,)Res(E, ).

Given D € Derp(Ay), we have established that there exise R, u € Z(Ay,),
z € Z(A1),b € Na, (Ap)z20 andc € Ca, (), asin Lemmasls, such that = D, +
uE + ady, + E, whereE = zE, + ad. and D, uEx, ady, E € DergAy,. Clearly
Res(D,), Res(uE,), andRes(ad;) = 0 belong toZ (A, )Res(Dr)+Z (A )Res(E.),
so it remains to argue that the same holdsRes(FE). Note thatE(z) = 0, so
[E(9),z] = 0, showing thatF () € Ca, (z) = Z(Ap)R. Thus,E € Z(A,)Dr and
Res(E) € Z(Ap,)Res(DR).
For part (b), observe that

P d  —d
p _ _ p
= Lom it~ 9 (5 Res(y)
d(zP) > " oph dzp  d(zP) 7 gph
The result is apparent from that, singée = Q_E = Res(F) anddy = E% =
Res(Dy;), wheret; = aP, ty = z,. d

Example 6.19. Assumeh = z™, with m > 0. Writem = kp +n with k > 0
and0 < n < p, and sett; = zP andty = z, so thatZ(A) = F[t1,t2]. Then

W% — ¢m=F and
Oh

m—k ; _
(6.20) {0 Tn =0
t] if n # 0.
Thus,im Res is the Lie subalgebra dberr(F[t;, t2]) generated oveF[ty, to] by
d d
m—k m—Fk ; _
t] i and ¢ ™ if n=0
d d :
T and PR if n# 0.

dt, 1 dts
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Special cases of this result are displayed in the table below

| h |[m]k]|n] generators]
1 olojo| 4, &

d d
X 1 tlm, %

110
Zp>2) | 2]0]2] 04 b
2?p=2)12]1
Whenh = 1, thenRes is surjective, and by Corollary 6.14 we also kn&as is

injective, as® = im J, so we retrieve a previously established result: the induce
mapRes : HH1(A;) — Derr(Z(A1)) is an isomorphism (see Theorém]3.8 (b)).

6.5. Main theorems about derivations.

d d
0 tlm, t1%

Assumeh € F[zP] andg € R are as in Proposition 6.1L0, so that under the
restriction mapRes(D;) = hzZ-. Recall from [6.1B) that the derivatioh —

z,D ,y — E, € Derp(A}) has the property th&tes(F) = 229 ThenRes maps

o on d(zP)
Z(An)Dy ® Z(Ap)F isomorphically ontam Res asZ(Aj)-modules by Theorem
[6.17, which leads to our main result on derivations.

Theorem 6.21. Assumehar(F) = p > 0. Then as &(A)-module,
(622) Derg(Ay) = Z(An) Dy & Z(An)F & (Do + {ada | a € Nay (An)} ).

where
() Dy(x) =0, D.(9) =r forall r € R;
(i) Do ={D, |r € ©}and® = {r € R | Res(D,) = 0} as in Proposition
(a);
(i) Dy is as in Proposition 6.70 (d);
(iv) F = zp Dy — E, = 2Dy — %Em. Hence,ﬁ(x) = —%yp_l, and

Ohp @h
. w22 (C1)k hP
F(i) = = — 2 pkED =k L (9 (R)y + 9, (R)),
(4) Qh;(kJrl)k y Qh(p( )y + Op(h"))

whereg, is as in(3.17).

Proof. SupposeD € Derr(Ap). Thenthere exist, v € Z(A) such thaRes(D) =
uE%L + v%ﬁ = uRes(Dy) + vRes(F') = Res(uDy; + vF'). Consequently,
D — uD; — vE belongs toker Res, which is Dg + {ad, | a € Na,(As)} by
Propositior 6.D. This implies thd? belongs to the right-hand side ¢f (6122). But
since the right-hand side is clearly containedirr(Aj), we have the result. The

action of £’ onz andy is a consequence of Lemimnal3.6. O

Corollary 6.23. There exists a finite-dimensional subsp&cef R such that® =
S®imd and

Derp(An) = Z(An)Dy & Z(Ap)F & (@s @ {ad, | a € Na, (Ah)})
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as aZ(Ay)-module, wher®g = {D, | s € S} andS = 0if © = imd.

The information in Examples 6.112 ahd 6.19, coupled with Taed6.21, en-
ables us to determin@ery(Ay) explicitly for anyh = z™.

Corollary 6.24. Leth = 2™, wherem = kp+n, k > 0,and0 < n < p. Then

(i) Derg(An) = Z(Ap)Dyp-1BZ(A)z™ P~V E, &Ds®{ad, | a € Na, (Ap)}
if n =0, and

(i) Derp(An) = Z(Ap)Dyn-1®BZ(Ap)z™FP B, &Ds®{ad, | a € Na, (An)}
if 1 <n<p,

whereS = spang{z’ | 0 < i < m, i Zn — 1 modp} in (i) and ii).
Proof. (i) If n = 0, then as in[(6.20) we havé, = (zP)™ % = hP~!, and so
j=—aP~ 1. Sincek’ =0, F = —%Ex = —gm-VE,

(i) If n # 0, P71 = (aP)ym=F=1. 2P~ b = (xP)mF~1 andg = —a" L.

Sincer’ = na™ ' andg, = ", we haveF' = z;,D,, — E, = nzyDyn-1 —
4
w(m_k)pEx. "
In both (i) and (ii), the subspacecan be determined from Examjple 6.12.07

Here are a few particular instances of these results.

Example 6.25.
e Whenh = 1, thenj = —a?~!, D; = —E,, andF = —F,, so that
Derp(A1) = Z(A1)E, ® Z(A1)Ey @ Inderp(Aq) (Theoreni 3.8).
e Whenh = z,theng = —1, Dy = —Dy, F = z,D; — 2PE,, and

Derp(Ay) = Z(Az)D1 & Z(Ay)xP Ey @ Inderp(Ay).

(That{ad, | a € Na,(A;)} = Inderg(A;) follows from Theorerh 6.29
below, or this could be deduced from Theofem2.17.)
e Whenh = 2", 2 < n < p, thenS = spang{z’ | 0 <i<n—2}and

Der]F(Axn) = Z(Amn)Dxnfl @Z(Amn)ﬂj‘nPEx @DS D {ada | a € NA1 (Amn)}

The next example generalizes the= 0 case above.
Example 6.26. Assumeh € F[zP]. Thenh = h?~ 1, ¢ = —aP~1;, 0 = {r €
R|rh*~teimL} =imL ash?~! € Fla?] andr'hP~! = (rhP~1)’. Since
So(r) = (rh™YYh =+ € im L, we haveimdy = imL = ©. NowF' =
zp Dy — E, = —Ah"~1E,, where) is the leading coefficient @f. Thus,

op
Derr(An) = Z(Ap)Dyo1 ® Z(Ap)RP ' E, @ Ds @ {ad, | a € Na, (An)},

whereS = spanp{z’ | 0 <i < degh, i Z —1modp}.
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Proposition 6.27. Supposd = uD(j—l-’UF-i-Dr—i-ada € Inderp(Ap), whereu, v €
Z(Ap), r € ©,anda € Na, (Ap). Thenu =0 = v, r € iméd anda € Ay, +Z(Ay).
Thus,HH!(A},) = Derg(Ay,)/Inderp(Ay) = Z(A,) Dy @ Z(An)F @ 3, where

H — kerRes— (D@ + {ad, | a € Na, (Ah)}>/<D;m5 +{ad, | a € Ah}),

= (@/im 5) @ (NA1 (Ah)/(Ah + Z(Al))),
and this decomposition 61 is as anF[z]-module.

Proof. Applying D to Z(A},) shows thatt = 0 = v. The remaining assertions
come directly from Propositidn 6.113. O

6.6. HHY(A}) as aZ(A)-module.

Propositio 6.27 gives &(A, )-module decomposition ¢fH(A;,), sinceRes is
aZ(Ap)-module map. The main result of this section is Thedrem| &28h pro-
vides necessary and sufficient conditionsHibi! (A;,) to be a freeZ(A;,)-module.
Our proof of this result uses the map : R — R with éy(r) = d(rag), where
ag = m,h ™1, along with the properties in Sectibn 1.8 thgisatisfies.

Lemma 6.28.Let® = {r € R | Res(D,.) = 0} as in Propositior. 6.10 (a). Then
(i) imd C im§y C O©;
(i) dp(1) = 0if and only 'fﬁ e F*,
(iii) im 50 is a freelF[xP]-submodule oR of rankp — 1;
(iv) If ? € F*, thenimdy = ©, andR = F[zP]¢ ® © = F[zP|q & im Jo,
whereq is as in (d) of Proposition 6.10.

Proof. (i) Recall from (a) of Lemmé& 4.14 thdb;,,y = —ad,4, for r € R. This
implies thatRes(Ds, (»y) = 0, whereRes is the restriction t&(A,), and hence that

imdy C ©. Thatim§ C imd, follows easily from the fact(r) = §(rL-52) =
Jo(rL-) forall r € R.

(i) By Lemma4.28 (a),d0(1) = 0 ifand only if1 € kerdp = (Rﬂz(Ah))wh =
Fla?] s (1) = 0if and only|

(iii) The identity do(rs) = rdp(s) + swh = 7‘50( ), which holds for allr €
F[zP] by (b) of Lemmd 4.14, implies thain o, is anF[x]-submodule of the free

FlzP]-moduleR. As F[zP] is a Dedekind domain, it is hereditary, 804 is free,
and the short exact sequence

0 — kerdy — R 2% imdy — 0
splits. Sincekeréo Fl2P] - has ranki, it follows thatim 6, has rankp — 1.
(|v) Assume e F*. Let us first dispose of the case thiat F[zP]. Then
=1, 2% € IF* and50 = d , SO thatim §g = im d . From Examplé_6.26, we

haveq = —ajp L ®=im d:c’ andR = F[zP]¢ & im dx = FlzP]g & im .
Henceforth, we assunie¢ F[zP]. Suppose we can show that in this case there

existsk € R such thaR = F[aP]x @ im dy. Then sincemdy C O by (i), and

R # © by Propositiod 6.100, it follows that ¢ ©. Any r € © must have trivial
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projection ontdF[zP]x, asRes(D,) = 0. Hence,© C im ¢y, equality would hold,
and (iv) would follow from Proposition 6.10.

By (iii), it will be enough to show that th&[z?]-moduleR /im ¢ is torsion free,
as this will imply it is free, so that the natural epimorphistn— R/im dy will
yield the decompositioR = K & im dy, for some rank-one freB[zP]-submodule
K = F[zP]k.

Claim: TheF[zP]-moduleR/im J; is torsion free.

Proof of the claim:We will show that wheneves € R, 0 # w € F[«zP], and
ws € imdp, thens € im §y. We can assume ¢ F.

First notice thaR = F[zP]zP~! & im-L, so thatR/im L is a torsion-fref[2*]-
module. This means thatif € F[2?] dividess’, for somer € R, thenr’ = w#’
for somer € R.

By assumption-'— € F*, so we have thafy(r) = réo(1) + r'mj = r'm, by
(i). Thus, we need to show that | »'7;, impliesw | ', for all » € R. Since we
are in the casé ¢ F[zP], we can assumey, = u; - - - up, Where theu; are distinct
monic prime factors of. in R andu; ¢ F[zP] foralli = 1,...,¢. Suppose that
w | r'm, for somer € R. Letv be a prime factor ofv in R, and leta > 1 be the
largest power ob that dividesw. Sincew € F|[2P], this implies thav® € F[2P].
The claim will be proved if we show that* dividesr’. This is clear ifv andu; are
coprime for all;, so we can assume, without loss of generality, that u;. Since

u; ¢ F[2?], it follows thatp | a, saya = pn for somen > 1, andu?" " dividesr’.

In particular,uﬁ’("_l) € F[2P] dividesr’, so by the above there existss R so that
' = " V5 Moreover,u?~! divides’. We will finish the proof of the claim
by showing that this implies that’ divides7'. This will be accomplished in three
steps:

Step 1: Assumeu; = z. ThentzP~! = 7/, for somet € R. In particular,
taP~! € imd = @V F[zP)at, sot € @) Fla?]a?. Hencer dividest, and
ul = 2P dividesr'.

Step 2: Assumedeg u; = 1. Then there i§ € F so thatu; = = — £. Note that
the automorphisma; : R — R given byz — = + £ commutes with the derivation
%, as(z + &)’ = 1. Thus, if we apply, to the relation”’ = uﬁ’_lt we obtain

0¢(F)" = 0¢(F') = oe(u)P " og(t) = 2P og(t).

Then byStep 1we have that(7') = zP¢, for somef € R. Applying 05—1 =o0_¢
to that relation, we obtaifY = (z — £)? 0_¢(%), so that! divides7’.

Step 3: The general case. Consider the factorizafin - - f/* of u; into linear
factors over the algebraic closuFeof F. Asu; ¢ F[zP], we have thati;’ # 0,
sou; andu) are coprime. This implies that; = 1 for all j, and thu3u‘1’_1 =
fP=t... 271 Sincedegf; = 1, we can apphStep 2to conclude that for alf, f?
divides7’ in F[z]. Hence,u! divides7’, and this occurs iff[x], asu} and#’ are
inFlx].
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Thus, the claim is established, and there is R so thatR = F[zP]x @ im dp.
As we have argued earlier, this is sufficient to give the disgerin (iv). O

Theorem 6.29.Assuma:har(IE‘) — p > 0, and letD; and F' be as in Theorem
6.21. TherHH! (Ah) Derp(Ap,)/Inderp(Ay) is a freeZ(Ay)-module if and only
if 2 € F*. Whent € F*, then

Der]F(Ah) = Z(Ay) Dy © Z(A)F @ Inderp(Ay),
so thatHH! (A,) is a freeZ(A;)-module of rank with Z(A;,)-basis{D;, F'}.

Proof. Suppose first thatiH (A,) is a freeZ (A, )-module. AsZ(A},) is a domain,
HHL(A,) is torsion free oveZ(A;). Note thathPad,, = adpr,, = adppr,y €
Inderp(Ay), S0ad,, € Inderp(Ay,), becausé’ € Z(Ap). This implies thatr;, =
[ﬂhy, x] = adg, (x) € [Ap, Ap] C hAy, by [BLOT, Lem. 6.1]. Hencé divides,
and - € F*.

Conversely assumg: = X € F*. Thenag = mh~t = AL, anddg(r) =
§(A\~1r) for all » € R. Therefore,imd = imd, = O, where the last equal-
ity follows from (iv) of Lemmal[6.2B. By (a) of Corollary 6.2Perp(A,) =
Z(An)Dy ® Z(AL)F @ {ad, | a € Na,(An)}. Now supposer € Na, (Ap).
As in RemarK2.20n = b + ¢ whereb € Na, (Ap)=0, andc € Na, (Ap)=o
Because—} € F*, we knowb € A;,. By Lemmal4.8,ad. = Dy for some
f € Ca,(xz) = Z(Ap)R. AsR = F[zP]¢ & © = F[aP]g & imJ, it follows
that Ca, () = Z(An)d ® Z(Ap)imé. We may assumg = ug + >, v;0(r;)
for someu,v; € Z(Ay) andr; € R. Butthenad. = Dy = uDys+ >, v Ds(ry =
uDy— >, v;ad,, by (ii) of Propositior{ 4.6. The directness of the decompasiin
Theoreni 6.2 forces = 0, andad, = — )", v;ad,, = — >, ad,,,, € Inderp(Ap).
This shows thafad, | a € Na, (Ap)} = Inderg(Ay) and completes the proof.C]

Remark 6.30. Whenh = z, then— € F*, so Theorenmh 6.29 gives the result
{ad, | @ € Np, (Az)} = Inderp(A,) mentloned in Example 6.P5.

Remark 6.31. Whenw—f; € F*, it follows from Theoreri 6.29 and Proposition 6.27

that = ker Res = 0. Hence, in this caseiH!(A,) is isomorphic via the map
Res to the subalgebra of the Witt algebEzery (F[t1, t2]) generated oveF ¢y, to] by
the derivationsd; = h? i 4 dy = hdf , Wheret; = 2P andty = z;,, (see Theorem
[6.17 for details).

6.7. Products in Derg(Ap).
Suppose:, v € Z(Ap) andD, E € Derr(Ay). Then
(6.32) [uD,vE] = uD(v)E — vE(u)D + wv[D, E].

Equation [(6.3R) tells us that to compute product®éng(Ay,), it suffices to know
the action of the restrictioRes(D) on Z(A;,) = F[zP, z;] for all derivationsD in
B = {Dq,F,DT,ada |r€©,a€ NAl(Ah)}, whereD; andF' = z,D,» — E,

@h
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are as in Theorein 6.21, and the commutéaiarE)| for all pairsD # E in B. The
first part is easy, since
_ o p
Res(Dy) = -, Res(F)= 2L ang
(6.33) dzp, on d(P)
Res(D,) = 0 = Res(ad,) Vr € O, a € Na, (An).

Now it follows from Theoreni 2.17 that any € Na, (Ax) has the formuz =
b+ ¢, whereb € Np, (An)z0, ¢ € Na, (Ap)=0, andb is a sum of terms of the
form ra, with a,, = m,h" 'y" for n > 1, andr € R. Lemma[4.8 says that
ad. = Dy = >, zD,, forsomef = . zir; € Ca, (x) = Z(Ay)R. Hence, we
are able to reduce our considerations to products of the fiorfa)-(e) below, so
that the commutator of any pair of derivationsfncan be deduced from the next
proposition.

Proposition 6.34. Leta, = m,h" 'y" for all n > 0, and assumea_; = 0. The
Lie brackets inDerp(A},) satisfy the following, wheréy(r) = (rm,h~1)'h, as in
@13).
(@) [Dy,Dy] =0 forall f,g €R.
(b) [Dy,adrq,] = nadgra, , = nade, , in HHY(A,), wherec is the remain-
der of the division ofjr by ﬂ—}; inR.
(c) [adrq,,,adsa,] = adga,,, 1 = adda,.,,_, in HHY(A) for all r,s € R
and allm,n > 0, whereq = mréo(s) — nsdy(r), andd is the remainder
of the division inR of ¢ by L
(d) Assumer € Randm = kp + n, wherek > 0and0 < n < p. Thenin
HH(A,,),

k+1

5 - if 1<
6.35)  [Erada,] = 2 [Briadyy,] = 0 2wy TISTSD
2y [Dsy () Ex] =0,

where(,, =
i Wh@h
puted using (e).
(e) Forg € R, [Dy, E;] = D, + ad,, whereb = by + by with

do(r) + nr , and the produc{Ds (., E. ;,] can be com-

g o Nk lghT )BT e g
by = =y’ € Np, (A by = -1 €A
1= Y a(An), b= (=1 o ok A

ande = ([Dg,E ] —adb)( ) € Ca, ().

Proof. Part (a) is clear, and parts (b) and (c) are immediate fromrhaf@.15. For
(d), we haver,,, = zfa,, so that

[Erv adyq,,] = [Emaziadran] = E‘w(zi)admn + Zi [Ew’ adya, |

(636) — _k;zz adrwa + zi [Em, admn] = Zi [Ex> adran]
op, "
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by (6.15), where the last equality holds becabj’seL € Ay, (see Theorer@l?(b))
In particular, whem = 0, then[E,, ad,,,] = ¥ [Ey,adyq,] = zh[D(;O(,,) 2] as
claimed in (d), sinced,q, = — Dy, -

Assumel < n < p. Then the equalitie§?,, ad,a,] = Zadp, (,pn-1),» and
h? 1 22—kt

h?
N e R L L N (PN S
On o — k On

follow directly from Lemmd3.6. By Lemn{a4.23, we have that, h" 7~ 1)*) ¢
Rpntp—k+l 4 Rpn+P=kp/ for all k > 2, so that

p—l k-1
i Z ( 1}2 (rﬂ_hhnﬂn—l)(k)ynﬂn—k €A,

aspy, divides bothi andh’. Sincen < p, gap(mhh”‘l)y” € A;. Thus, modulo
A;, we have
h? 1
— By (rmph™ )y = — (rmph™ PNy P = 2, Guag -,
Oh Oh
where(, = — Q} —0o(r) + nrg—;. This combined with[{6.36) gives (d) far # 0.

To computeg D, E,]in part (€), note that sinc®,(z) = 0, Lemmd4.16 implies

p Pl _
Dy Bl = 250 (7 )ty

(4t
-1
e
1 Oh
Let
p-1 -1\(k—=1)pp ,,p—k
Nk ghT )Ty
(6.37) b= (-1) o —k A
k=1
Observe thaad, () = [D,, E,(z) € Ay, and
Pt h o o
638) b= Lyt = g (my P 2P ) = g——a, 1 € Na, (An).

ThOh ThOh

It is easy to deduce from Lemrha 4118 tw € Rforall £ > 2, and
thus
p—1
h=1)(=Dpp =k

? ,;2( ) on p- R

Asaresulth =b; + by € NA1 (Ah)
Now G = [Dy, E;| —ady, € Derp(A},) satisfies7(x) = 0 so thatd = [G(7), z].

This shows that = G(g) € Ca, (z). Butthen(D, — G)(z) = 0 = (D. — G)(9),
which implies thatG = D,.. Consequently,D,, E,] = D, + ady, as desired. 0]
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It remains to determine the expressiondce ([Dg,E ]—adb)( ) in part (e) of
Propositiori 6.34. We do so by considering the termL{gf E,] that centralize
x. Define the projection map : A; — Ca,(z) by P(ry*) = ry if p| kand
P(ry*) = 0 otherwise. Note thaP(A,) = Ca, (x) andP(ra) = rP(a) for all
r € Randa € A;.

Lemma 6.39. Letg,r € R. Then

(@) P(Dy(h™y™) = h* (gh=) "V for 1 < n < p;
(b) P([ryn7g]) = rh(n—l-l) forl <n< P and P([T, g]) — . p.

Proof. Corollary[4.I7 (a) implieD, (h"y"™) = > i, (}) A" (gh—l)(’f—l) Y for
all 1 <n < p,and (a) is a direct consequence of this. Now (2.12) says y] =
—(rh)y" + S () rh®ynt =k Applying the magP to that yields (b). O

Proposition 6.40. For g € R, write [D,, E,] = D, + ady, withe € Ca, () and
b € Na, (Ay) as in Proposition 6.34. Assunég is as in(3.4). Then
(6.41)

1 (5 (—ht hp1
=— [ N Al B hdy(g) — 99p(h)) €R.
. (; —(gh" ™) o (0 (0) — 93p(1)

Proof. Note thatP ((D. + ady)(y)) = P(e + [b,9]) = e + P([b, 9]), so by [6.3F)
and Lemm&6.39, we have

P (De + 2dh)(3)) = Qiz - ({ g~y g])
I Z hp—l)(k—n (1K)
Q
I 1Y) oh)
g Z (ghP~ pr—

On the other hand,
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Hence
(Dt at)) = -5 LU e gpnyosos
e T aGNY on &= (k+ 1)k g
pp1
+ hh'(ghp_l)(”_l) + = (h3,(9) = 93,(h))

Equating both expressions fBr((D. + ad;)(7)) gives
%ezh%ﬁ?*wk”+hwlw%() 90p(h))
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