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Abstract. In this paper we introduce a special class of 2D convolutional
codes, called composition codes, which admit encoders G(d1, d2) that can be
decomposed as the product of two 1D encoders, i.e., G(d1, d2) = G2(d2)G1(d1).
Taking into account this decomposition, we obtain syndrome formers of the
code directly from G1(d1) and G2(d2), in case G1(d1) and G2(d2) are right
prime. Moreover we consider 2D state-space realizations by means of a sepa-
rable Roesser model of the encoders and syndrome formers of a composition
code and we investigate the minimality of such realizations. In particular,
we obtain minimal realizations for composition codes which admit an encoder
G(d1, d2) = G2(d2)G1(d1) with G2(d2) a systematic 1D encoder. Finally, we
investigate the minimality of 2D separable Roesser state-space realizations for
syndrome formers of these codes.

1. Introduction

In this paper we define a new class of two-dimensional (2D) convolutional codes,
called composition codes. These codes admit encoders G(d

1

, d
2

) that can be ob-
tained from the series connection of two one-dimensional (1D) encoders G

1

(d
1

) and
G

2

(d
2

), i.e., as G(d
1

, d
2

) = G
2

(d
2

)G
1

(d
1

). This decomposition allows us to apply
the well-developed theory of 1D convolutional codes to the study of composition
codes. It is our conviction that the special structure of composition codes can be
exploited to construct 2D convolutional codes with good distance properties based
on 1D results. Moreover, we think that it will allow developing a decoding algo-
rithm based on a sequencial application of 1D decoding procedures. This would
be a great advantage since there are no decoding algorithms for 2D convolutional
codes.
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Restricting to these codes we first obtain syndrome formers directly from G
1

(d
1

)
and G

2

(d
2

).
We then focus on state-space realizations of encoders and syndrome formers of

composition codes. For that, we consider 2D state-space realizations by means of
separable Roesser models. Such models admit a characterization of minimality of
the dimension of realizations in terms of the corresponding matrices, which does
not happen if we consider other models [1, 2, 12]. Moreover, the problem of 2D
state-space realization by means of separable Roesser models can be reduced to two
sequential 1D realization problems.

We investigate how to obtain minimal state-space realizations (realizations with
minimal dimension) of composition codes for code generation and code verifica-
tion. This question has been solved for 1D convolutional codes [3, 5, 6] by means
of characterizing the encoders and syndrome formers with realizations of minimal
dimension among all the encoders and syndrome formers of the code, respectively.
These encoders and syndrome formers are called minimal. However, the character-
ization of minimal encoders and syndrome formers is still an open problem for the
2D case.

A characterization of minimal encoders for general 2D convolutional codes of
rate 1/n was obtained in [9, 10]. However, the generalization of the results in
[9, 10] for 2D convolutional codes of rate k/n, with k > 1, appears to be very
di�cult. However the problem becomes easier to handle if we restrict our study to
the classes of composition codes, and in particular to those which admit an encoder
G(d

1

, d
2

) = G
2

(d
2

)G
1

(d
1

) where G
2

(d
2

) is systematic. Here, we obtain minimal
encoders for such codes and study the minimality of realizations of their syndrome
formers.

This paper is organized as follows. In the next section we present some prelimi-
naries on 1D and 2D polynomial matrices. In section 3 we give the basic notions on
2D convolutional codes. In section 4 we introduce the composition codes and give
a construction of syndrome formers for composition codes which admit encoders
G(d

1

, d
2

) = G
2

(d
2

)G
1

(d
1

) where G
1

(d
1

) and G
2

(d
2

) are right prime. Such con-
struction is obtained from G

1

(d
1

) and G
2

(d
2

). State-space realizations by means of
separable Roesser models of encoders and syndrome formers of a 2D convolutional
code are presented in section 5. Finally, in section 6 composition codes which admit
encoders G(d

1

, d
2

) = G
2

(d
2

)G
1

(d
1

) where G
2

(d
2

) is systematic are considered and
minimal encoders of such codes are obtained. Minimal syndrome formers among a
class of syndrome formers of such codes are also obtained.

2. Preliminaries

In this paper we adopt the usual notation of F[d], Fn⇥k[d], F[d
1

, d
2

] and
Fn⇥k[d

1

, d
2

] to denote the ring of 1D polynomials in the indeterminate d, the set
of matrices of size n ⇥ k with elements in F[d], the ring of 2D polynomials in the
indeterminates d

1

and d
2

and the set of matrices of size n ⇥ k with elements in
F[d

1

, d
2

], respectively, over an arbitrary field F.
In this section we summarize some results on polynomial matrices over F[d] and

over F[d
1

, d
2

] for future reference.

Definition 2.1. A matrix G(d) 2 Fn⇥k[d] is:

• unimodular if n = k and it has polynomial inverse;
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• right prime if it has full column rank and for every factorization G(d) =
Ḡ(d)T (d), for Ḡ(d) 2 Fn⇥k[d] and T (d) 2 Fk⇥k[d], T (d) is unimodular;

A matrix U(d) 2 Fk⇥k[d] is unimodular if and only if detG 2 F\{0} and a full
column rank matrix G(d) 2 Fn⇥k[d] is right prime if and only if there exists a
matriz L(d) 2 Fk⇥n[d] such that L(d)G(d) = I, or equivalently if and only if the
ideal generated by the maximal order minors of G(d) is the ring F[d].

All statements on “column” and “right” factors can be couched in “row” and
“left” terms, upon taking transposes.

Let G(d) 2 Fn⇥k[d] and H(d) 2 F(n�k)⇥n[d]. The maximal order minor of G(d)
constituted by the rows 1  r

1

< r
2

< · · · < rk  n and the maximal order minor
of H(d) constituted by the rows 1  s

1

< s
2

< · · · < sn�k  n are said to be
corresponding if {r

1

, r
2

, . . . , rk, s1, s2, . . . , sn�k} = {1, . . . , n}.

Proposition 2.2 ([5]). Let G(d) 2 Fn⇥k[d] and H(d) 2 F(n�k)⇥n[d] be right prime

and left prime matrices, respectively, such that H(d)G(d) = 0. Then the corre-

sponding maximal order minors of G(d) and H(d) are equal, up to a unit of F[d].

Given a polynomial matrix G(d) 2 Fn⇥k[d]. The degree of a column G(d) is
defined as the maximum degrees of its entries.

Definition 2.3. Let G(d) 2 Fn⇥k[d] with columns degrees `
1

, `
2

, . . . , `k.

• The external degree of G(d), extdeg(G), is the sum of its column degrees, i.e.,

extdeg(G) =
Pk

i=1

`i;
• The internal degree of of G(d), intdeg(G), is the maximum degree of its full

size minors.
• G(d) is column reduced if extdeg(G) =intdeg(G).

Next we consider 2D polynomial matrices. Concerning matrix factorization, there
exist two notions of primeness for such matrices.

Definition 2.4. A matrix G(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

] is:

• unimodular if n = k and it has polynomial inverse;
• right factor prime (rFP) if it has full column rank and for every factorization

G(d
1

, d
2

) = Ḡ(d
1

, d
2

)T (d
1

, d
2

), for Ḡ(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

] and T (d
1

, d
2

) 2
Fk⇥k[d

1

, d
2

], T (d
1

, d
2

) is unimodular;
• right zero prime (rZP) if it has full column rank and the ideal generated by

the maximal order minors of G(d
1

, d
2

) is the ring F[d
1

, d
2

].

A matrix U(d
1

, d
2

) 2 Fk⇥k[d
1

, d
2

] is unimodular if and only if det U 2 F\{0}
and a matrix G(d

1

, d
2

) 2 Fn⇥k[d
1

, d
2

] is rZP if and only if there exists a matrix
L(d

1

, d
2

) 2 Fk⇥n[d
1

, d
2

] such that L(d
1

, d
2

)G(d
1

, d
2

) = I.
As happens in the 1D case, analogous results can be defined for left factorization.

Moreover, Proposition 2.2 also holds for the 2D case.

Proposition 2.5 ([4]). Let G(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

] and H(d
1

, d
2

) 2 F(n�k)⇥n[d
1

,
d
2

] be right factor prime and left factor prime matrices, respectively, such that

H(d
1

, d
2

)G(d
1

, d
2

) = 0.

Then the corresponding maximal order minors of G(d
1

, d
2

) and H(d
1

, d
2

) are equal,

up to a unit of F[d
1

, d
2

].
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3. 2D convolutional codes

In this paper we consider 2D convolutional codes constituted by sequences in-
dexed by Z2 and taking values in Fn, where F is a field. Such sequences
{w(i, j)}

(i,j)2Z2 can be represented by bilateral formal power series

ŵ(d
1

, d
2

) =
X

(i,j)2Z2

w(i, j)di
1

dj
2

.

In the sequel we shall use the sequence and the corresponding series interchangeably,
depending on the problem we are dealing with.

For n 2 N, the set of bilateral formal power series over Fn is denoted by Fn
2D.

This set is a module over the ring F[d
1

, d
2

].

Definition 3.1. A 2D convolutional code C is a submodule of Fn
2D which coincides

with the image of Fk
2D (for some k 2 N) by a polynomial operator G(d

1

, d
2

), i.e.,

C = Im G(d
1

, d
2

)

= {ŵ(d
1

, d
2

) = G(d
1

, d
2

)û(d
1

, d
2

), û(d
1

, d
2

) 2 Fk
2D}.

It follows, as a consequence of [Theorem 2.2, [7]], that a 2D convolutional code can
always be given as the image of a full column rank polynomial operator G(d

1

, d
2

) 2
Fn⇥k[d

1

, d
2

]. Such polynomial matrix is called an encoder of C. A code with en-
coders of size n⇥ k is said to have rate k/n.

Note that this definition of code di↵ers from the definition in [13, 14], where
only finite support codewords are considered. Moreover it also di↵ers from the one
in [4] where non full column rank 2D polynomial matrices are allowed as encoders.
However, our definition is motivated by the fact that only full column rank encoders
are relevant for the purpose of obtaining minimal realizations of a code.

Two encoders, G
1

(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

] and G
2

(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

] are said
to be equivalent if they generate the same code C. If G

1

(d
1

, d
2

) and G
2

(d
1

, d
2

)
are equivalent encoders, there exist two square non-singular matrices over F[d

1

, d
2

],
P
1

(d
1

, d
2

) and P
2

(d
1

, d
2

), such that

G
1

P
1

= G
2

P
2

.

This implies that

G
1

= G
2

U
2

and G
2

= G
1

U
1

,

with U
2

= P
2

P�1

1

and U
1

= P
1

P�1

2

, i.e., the convolutional encoders are unique up
to the post-multiplication by a square nonsingular 2D rational matrix.

If G
1

(d
1

, d
2

) is right factor prime and G
2

(d
1

, d
2

) is equivalent to G
1

(d
1

, d
2

) then

G
2

= G
1

P,

for some square 2D polynomial matrix P (d
1

, d
2

). In case G
1

(d
1

, d
2

) and G
2

(d
1

, d
2

)
are both right factor prime then

G
2

= G
1

U,

for some 2D unimodular polynomial matrix U(d
1

, d
2

) 2 Fk⇥k[d
1

, d
2

]. Thus, if C
admits a rZP encoder, then all its rFP encoders are rZP.

A 2D convolutional code C of rate k/n can also be represented as the kernel of a
(n� k)⇥ n left factor prime polynomial matrix.
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Definition 3.2. Let C be a 2D convolutional code of rate k/n. A left factor prime
matrix H(d

1

, d
2

) 2 F(n�k)⇥n[d
1

, d
2

] such that

C = Ker H(d
1

, d
2

),

is called a syndrome former of C.

Note that w is in C if and only if H(d
1

, d
2

)w = 0. Given a right factor prime
encoder of C, a syndrome former of C can be obtained by constructing a (n�k)⇥n
left-factor prime matrix H(d

1

, d
2

) such that

H(d
1

, d
2

)G(d
1

, d
2

) = 0.

Moreover all syndrome formers of C are of the form U(d
1

, d
2

)H(d
1

, d
2

), where
U(d

1

, d
2

) 2 F(n�k)⇥(n�k)[d
1

, d
2

] is unimodular. This means that if a 2D convo-
lutional code C admits a rZP encoder, then the corresponding syndrome formers
are lZP (see Proposition 2.5).

1D convolutional codes and its encoders and their syndrome formers are defined
in a similar way as for the 2D convolutional codes, but are in this case polynomial
matrices in one indeterminate d (instead of d

1

and d
2

) [3, 5, 6].

4. Composition codes

In this section we consider a particular class of 2D convolutional codes generated
by 2D polynomial encoders that are obtained from the composition of two 1D poly-
nomial encoders. Such encoders/codes will be called composition encoders/codes.
The formal definition of composition encoders is as follows.

Definition 4.1. An encoder G(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

] such that

G(d
1

, d
2

) = G
2

(d
2

)G
1

(d
1

),

where G
1

(d
1

) 2 Fp⇥k[d
1

] and G
2

(d
2

) 2 Fn⇥p[d
2

] are 1D encoders, is said to be a
composition encoder.

Note that the requirement that Gi(di), for i = 1, 2, is a 1D encoder is equivalent
to the condition that Gi(di) is a full column rank matrix. Moreover this requirement
clearly implies thatG

2

(d
2

)G
1

(d
1

) has full column rank, hence the compositionG
2

G
1

of two 1D encoders is indeed a 2D encoder.
The 2D code C associated with G = G

2

G
1

, given as

C = Im G(d
1

, d
2

) = G
2

(d
2

)(Im (G
1

(d
1

)))

= {ŵ(d
1

, d
2

) 2 Fq
2D : 9 ẑ(d

1

, d
2

) 2 Im (G
1

(d
1

))

such that ŵ(d
1

, d
2

) = G
2

(d
2

)ẑ(d
1

, d
2

)},

is called a composition code.
Note that every polynomial matrix M(d

1

, d
2

) 2 Fs⇥r[d
1

, d
2

] can be factorized as
follows:

(1) M(d
1

, d
2

) = M
2

(d
2

)M
1

(d
1

),

whereM
2

(d
2

) =
⇥
In | · · · | Ind`2

2

⇤
N

2

2 Fs⇥p[d
2

] andM
1

(d
1

) = N
1

⇥
Ik . . . Ikd

`1
1

⇤T

is in Fp⇥r[d
1

], with N
2

and N
1

constant matrices. If N
2

has full column rank and N
1

has full row rank we say that (1) is an optimal decomposition of M(d
1

, d
2

). Thus,
if G

2

(d
2

)G
1

(d
1

) is an optimal decomposition of a composition encoder G(d
1

, d
2

),
then G

2

(d
2

) and G
1

(d
1

) are full column rank matrices.
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In the sequel we shall focus on the syndrome formers of composition codes. Since
composition encoders can be written as a product of two 1D convolutional encoders,
we use this property for constructing syndrome formers of the corresponding code
based on 1D polynomial methods. For that purpose we shall concentrate on com-
position codes that admit an encoder G(d

1

, d
2

) = G
2

(d
2

)G
1

(d
1

) where G
1

(d
1

) and
G

2

(d
2

) are right factor prime. Note that, in this case, G(d
1

, d
2

) has a 2D polynomial
left inverse G

1

(d
1

)�1G
2

(d
2

)�1, where G
1

(d
1

)�1 and G
2

(d
2

)�1 are left inverses of
G

1

(d
1

) and G
2

(d
2

), respectively. This means that G(d
1

, d
2

) is rZP and therefore all
rFP encoders of the code are rZP. Moreover, the corresponding syndrome formers
are also lZP (see Proposition 2.5).

Since G
2

(d
2

) 2 Fn⇥p[d
2

] is right prime there exists a unimodular matrix U(d
2

) 2
Fn⇥n[d

2

] such that

U(d
2

)G
2

(d
2

) =


Ip
0

�
.

We shall partition U
2

(d
2

) as

(2) U(d
2

) =


L
2

(d
2

)
H

2

(d
2

)

�
,

where L
2

(d
2

) has p rows.
It is easy to check that, if H

1

(d
1

) 2 F(p�k)⇥p[d
1

] is a syndrome former of
the 1D convolutional code Im G

1

(d
1

) (i.e., H
1

(d
1

) is left prime and is such that
H

1

(d
1

)G
1

(d
1

) = 0), then

(3)


H

1

(d
1

)L
2

(d
2

)
H

2

(d
2

)

�
G

2

(d
2

)G
1

(d
1

) = 0.

This reasoning leads to the following proposition.

Proposition 4.2. Let C = Im G(d
1

, d
2

) be a composition code with G(d
1

, d
2

) =
G

2

(d
2

)G
1

(d
1

), where G
2

(d
2

) 2 Fn⇥p[d
2

] and G
1

(d
1

) 2 Fp⇥k[d
1

] are both right

prime 1D encoders. Let further H
1

(d
1

) 2 F(p�k)⇥p[d
1

] be a 1D syndrome former of

Im G
1

(d
1

) and define


L
2

(d
2

)
H

2

(d
2

)

�
as in (2). Then

H(d
1

, d
2

) =


H

1

(d
1

)L
2

(d
2

)
H

2

(d
2

)

�

is a syndrome former of

C = Im G(d
1

, d
2

).

Proof. Since (3) is obviously satisfied and H(d
1

, d
2

) has size (n � k) ⇥ n, we only
have to prove that H(d

1

, d
2

) is left factor prime. Note that as H
1

(d
1

) is left prime,
there exists R

1

(d
1

) 2 Fp⇥(p�k)[d
1

] such that H
1

(d
1

)R
1

(d
1

) = Ip�k. Now it is easy
to see that

R(d
1

, d
2

) = U
2

(d
2

)�1


R

1

(d
1

) 0
0 In�p

�
.

constitutes a polynomial right inverse of H(d
1

, d
2

). Consequently H(d
1

, d
2

) is left
zero prime which implies that it is left factor prime as we wish to prove.
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5. State-space realizations of encoders and syndrome formers

In this section we recall some fundamental concepts concerning 1D and 2D state-
space realizations of transfer functions, having in mind the realizations of encoders
and syndrome formers.

A 1D state-space model
(
x(t+ 1) = Ax(t) +Bu(t)

y(t) = Cx(t) +Du(t)

denoted by ⌃1D(A,B,C,D), where A, B, C and D are matrices of suitable dimen-
sions and x(t) 2 Fm, is said to be a realization of dimension m of M(d) 2 Fs⇥r[d]
if M(d) = C(Im � Ad)�1Bd +D. Moreover, it is a minimal realization if the size
m of the state x is minimal among all the realizations of M(d). The dimension
of a minimal realization of M(d) is called the McMillan degree of M(d) and is

given by µ(M) = int deg


M(d)
Ir

�
([10]). Note that when considering a realization

⌃1D(A,B,C,D) of an encoder G(d) the input u is the information sequence and
y the corresponding codeword, i.e., w := y; thus the sequence of inputs {ui}i2Z
will produce a sequence of outputs {wi}i2Z, such that ŵ(d) = G(d)û(d), where
û(d) =

P
i2Z uid

i and ŵ(d) =
P

i2Z wid
i. On the other hand, when considering a

realization ⌃1D(A,B,C,D) of a syndrome former H(d), the codewords w are the
inputs u that yield zero output.

The encoders and syndrome formers of a 1D convolutional code C with minimal
McMillan degree among all the encoders and all syndrome formers of C, respectively,
are said to be minimal. Minimal encoders and minimal syndrome formers of C have
McMillan degree equal to the degree of the code C, where the degree of C is defined
as the external degree of the right prime and column reduced encoder of the code.
Such encoders are called canonical and constitute a particular class of minimal
encoders [3, 5].

Minimal encoders and syndrome formers of a 1D convolutional code were com-
pletely characterized in [3, 5, 6]. Such characterizations are given in terms of the
properties of the encoders and syndrome formers as polynomial matrices. Another
characterization of minimal encoders is given by the following theorem.

Theorem 5.1 ([15]). Let G(d) 2 F[d]n⇥k
be an encoder of a 1D convolutional code

C and ⌃1D(A,B,C,D) be a minimal realization of G(d). Then G(d) is a minimal

encoder of C if and only if the following conditions are satisfied.

(i) [BT DT ]T has full column rank;

(ii) [A B] has full row rank;

(iii) ker D ✓ ker B (i.e., there exists a matrix L such that B = LD);

(iv) Let L be as in (ii), and let ⇤ be a minimal left annihilator (mla)

1

of D. Then

the pair (A� LC,⇤C) is observable.

In case ⌃1D(A,B,C,D) is a minimal realization of a minimal encoder of a convo-
lutional code C (i.e., A,B,C,D satisfy the condition of the theorem above), we say
that ⌃1D(A,B,C,D) is a minimal realization of C and define the McMillan degree
of C, µ(C), to be the dimension of a minimal realization of C.

1A full row rank matrix ⇤ is a mla of D if ⇤D = 0 and for all ⇤⇤ such that ⇤⇤D = 0 there
exists ⇤̃ satisfying ⇤⇤ = ⇤̃⇤.
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Considering the 2D case, there exist several types of state-space models [1, 2]. In
our study we shall consider separable Roesser models [12]. These models have the
following form:

(4)

8
><

>:

x
1

(i+ 1, j) = A
11

x
1

(i, j) +A
12

x
2

(i, j) +B
1

u(i, j)

x
2

(i, j + 1) = A
21

x
1

(i, j) +A
22

x
2

(i, j) +B
2

u(i, j)

y(i, j) = C
1

x
1

(i, j) + C
2

x
2

(i, j) +Du(i, j)

where A
11

, A
12

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

and D are matrices over F, with suitable
dimensions, u is the input-variable, y is the output-variable, and x = (x

1

, x
2

) is the
state variable, where x

1

and x
2

are the horizontal and the vertical state-variables,
respectively. The dimension of the system described by (4) is given by the size of x.
Moreover either A

12

= 0 or A
21

= 0. The separable Roesser model corresponding
to equations (4) with A

12

= 0 is denoted by ⌃2D
12

(A
11

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

, D),
whereas the one with A

21

= 0 is denoted by ⌃2D
21

(A
11

, A
12

, A
22

, B
1

, B
2

, C
1

, C
2

, D).
The remaining considerations of this section can be stated both for cases when

A
12

= 0 or A
21

= 0, however we just consider A
12

= 0; the case A
21

= 0 is
completely analogous, with the obvious adaptations.

Definition 5.2. ⌃2D
12

(A
11

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

, D) is said to be a realization of
the 2D polynomial matrix M(d

1

, d
2

) 2 Fs⇥r[d
1

, d
2

] if

M(d
1

, d
2

) =
⇥
C

1

C
2

⇤ Im1 �A
11

d
1

0
�A

21

d
2

Im2 �A
22

d
2

��1

✓
B

1

0

�
d
1

+


0
B

2

�
d
2

◆
+D.

Realizations of M(d
1

, d
2

) with minimal dimension are called minimal. The
Roesser McMillan degree of M(d

1

, d
2

), µR(M), is defined as the dimension of a
minimal realization of M(d

1

, d
2

).
Considering a factorization M(d

1

, d
2

) = M
2

(d
2

)M
1

(d
1

) where M
2

(d
2

) 2 Fs⇥p[d
2

]
and M

1

(d
1

) 2 Fp⇥r[d
1

] and
(
x
1

(i+ 1, j) = A
11

x
1

(i, j) +B
1

u
1

(i, j)

y
1

(i, j) = C̄
1

x
1

(i, j) + D̄
1

u
1

(i, j)

a realization of M
1

(d
1

) and
(
x
2

(i, j + 1) = A
22

x
2

(i, j) + B̄
2

u
2

(i, j)

y
2

(i, j) = C
2

x
2

(i, j) + D̄
2

u
2

(i, j)

a realization of M
2

(d
2

). Then the 2D system obtained as the series concatenation of
these two realizations (by considering u

2

(i, j) := y
1

(i, j)) is a realization ofM(d
1

, d
2

)
given by 8

>>><

>>>:

x
1

(i+ 1, j) = A
11

x
1

(i, j) +B
1

u
1

(i, j)

y
1

(i, j) = C̄
1

x
1

(i, j) + D̄
1

u
1

(i, j)

x
2

(i, j + 1) = A
22

x
2

(i, j) + B̄
2

y
1

(i, j)

y
2

(i, j) = C
2

x
2

(i, j) + D̄
2

y
1

(i, j)

or equivalently
8
><

>:

x
1

(i+ 1, j) = A
11

x
1

(i, j) +B
1

u(i, j)

x
2

(i, j + 1) = A
21

x
1

(i, j) +A
22

x
2

(i, j) +B
2

u(i, j)

y(i, j) = C
1

x
1

(i, j) + C
2

x
2

(i, j) +Dy
1

(i, j)

,

with A
21

= B̄
2

C̄
1

, B
2

= B̄
2

D̄
1

, C
1

= D̄
2

C̄
1

and D = D̄
2

D̄
1

.
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As shown in [8, 9], if M(d
1

, d
2

) = M
2

(d
2

)M
1

(d
1

) is an optimal decomposi-
tion, ⌃1D(A

11

, B
1

, C̄
1

, D̄
1

) is a minimal realization of M
1

(d
1

) (of dimension µ(M
1

))
and ⌃1D(A

22

, B̄
2

, C
2

, D̄
2

) is a minimal realization of M
2

(d
2

) (of dimension µ(M
2

))
then the 2D system ⌃2D

12

(A
11

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

, D) obtained above, is a min-
imal realization of M(d

1

, d
2

) of dimension µR(M) = µ(M
1

) + µ(M
2

). A sim-
ilar reasoning can be made if we factorize M(d

1

, d
2

) = M̄
1

(d
1

)M̄
2

(d
2

), where
M̄

1

(d
1

) 2 Fs⇥p̄[d
1

] and M̄
2

(d
2

) 2 Fp̄⇥r[d
2

], for some p̄ 2 N, to obtain a minimal
realization ⌃2D

21

(A
11

, A
12

, A
22

, B
1

, B
2

, C
1

, C
2

, D) of M(d
1

, d
2

).
Note that, since both encoders and syndrome formers are (2D) polynomial ma-

trices, they both can be realized by means of (4). However, as already mentioned,
when considering realizations of an encoder G(d

1

, d
2

) = G
2

(d
2

)G
1

(d
1

) we shall take
A

12

= 0 and y = w; on the other hand when considering realizations of a syndrome
former H(d

1

, d
2

) = H
1

(d
1

)H
2

(d
2

), we shall take A
21

= 0, u = w and y = 0. This
means that when considering encoders we are interested in the input/output be-
havior of a 2D state-space model of the form (4), with A

12

= 0, whereas when we
consider syndrome formers we are interested in the output-nulling inputs of a 2D
state-space model of the form (4), with A

21

= 0.
As happens in the 1D case, we say that an encoder and a syndrome former of a 2D

convolutional code C are minimal if they have minimal Roesser McMillan degree
among all encoders and syndrome formers of C, respectively. However, contrary
to what happens in the 1D case it seems hard to obtain a characterization for
minimal encoders and for minimal syndrome formers. In [11] su�cient conditions
were established that guarantee the minimality of an encoder of a code. These
su�cient conditions are given in the following result.

Theorem 5.3. Let C be a 2D convolutional code and G(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

]
be an encoder of C with minimal realization ⌃2D(A

11

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

, D).

Suppose that ⌃1D(A
11

, B
1

,


A

21

C
1

�
,


B

2

D

�
) and ⌃1D(A

22

, [A
21

B
2

], C
2

, [C
1

D])

satisfy the conditions of Theorem 5.1. Then G(d
1

, d
2

) is a minimal encoder of C.
As we shall see, the question of minimal realization seems less hard to handle for

composition codes.

6. Minimal realizations of composition codes

In this section we restrict our study to 2D composition encoders that admit a
special structure, namely, in which G(d

1

, d
2

) = G
2

(d
2

)G
1

(d
1

), where G
2

(d
2

) is a
systematic encoder.

Definition 6.1. G(d) 2 Fn⇥k[d] is a systematic encoder if

(5) G(d) = T


Ḡ(d)
Ik

�
,

where T 2 Fn⇥n is an invertible constant matrix and Ḡ(d) 2 F(n�k)⇥k[d].

Example 6.2. In Z
2

, consider the polynomial encoder given by

G(d) =

2

6666664

d 1 d 0
0 d2 0 d2

d+ 1 0 d+ 1 0
0 d2 + 1 0 d2 + 1
1 1 0 0
d d2 d d2

3

7777775
.

Advances in Mathematics of Communications Volume 10, No. 1 (2016), 163–177



172 Ettore Fornasini, Telma Pinho, Raquel Pinto and Paula Rocha

G(d) is a systematic encoder since

G(d) = T


Ḡ(d)
I
4

�
,

with T =

2

6666664

1 0 0 1 0 0
0 1 0 0 0 0
1 0 1 0 1 0
0 1 0 1 0 1
0 0 1 1 0 0
1 1 0 0 0 0

3

7777775
invertible and Ḡ(d) =


d 0 d 0
0 d2 0 d2

�
.

Note that this definition is slightly di↵erent from the usual one (see for instance
[3]) as T is any invertible matrix rather than a permutation matrix.

Proposition 6.3 ([3, 5]). Let G(d) 2 Fn⇥k[d] be a polynomial encoder. If G(d) is

systematic then it is a minimal encoder of C = Im G(d).

Let C be a composition code generated by a composition encoder G(d
1

, d
2

) 2
Fn⇥k[d

1

, d
2

] such that

(6) G(d
1

, d
2

) = G
2

(d
2

)G
1

(d
1

),

where G
2

(d
2

) 2 Fn⇥p[d
2

], for some p 2 N, is a systematic encoder, and G
1

(d
1

) 2
Fp⇥k[d

1

] is a minimal encoder. Note that the minimality assumption on G
1

(d
1

)
is not restrictive. In fact, we can assume without loss of generality that G

1

(d
1

) is
right prime, and in case G

1

(d
1

) is not minimal there exists a suitable 1D unimodular

matrix X
1

(d
1

) 2 F[d
1

]k⇥k such that G̃(d
1

) = G
1

(d
1

)X(d
1

) is a minimal encoder of
the corresponding 1D convolutional code [3, 5], and moreover, G(d

1

, d
2

)X
1

(d
1

) =

G
2

(d
2

)G̃
1

(d
1

) is also an encoder of C.
Let ⌃1D(A

11

, B
1

, C̄
1

, D̄
1

) and ⌃1D(A
22

, B̄
2

, C
2

, D̄
2

) be minimal realizations of
G

1

(d
1

) and G
2

(d
2

), respectively. Observe that, since G
1

(d
1

) is a minimal en-
coder of the 1D code C

1

= Im G
1

(d
1

) and G
2

(d
2

) is a minimal encoder of the
1D code C

2

= Im G
2

(d
2

) (see Proposition 6.3), it follows that the realizations
⌃1D(A

11

, B
1

, C̄
1

, D̄
1

) and ⌃1D(A
22

, B̄
2

, C
2

, D̄
2

) satisfy Theorem 5.1.
As already shown, connecting in series ⌃1D(A

11

, B
1

, C̄
1

, D̄
1

) and ⌃1D(A
22

, B̄
2

,
C

2

, D̄
2

) yields the following 2D realization of G(d
1

, d
2

):

(7)

8
><

>:

x
1

(i+ 1, j) = A
11

x
1

(i, j) +B
1

u(i, j)

x
2

(i, j + 1) = A
21

x
1

(i, j) +A
22

x
2

(i, j) +B
2

u(i, j) ,

w(i, j) = C
1

x
1

(i, j) + C
2

x
2

(i, j) +Du(i, j)

where A
21

= B̄
2

C̄
1

, B
2

= B̄
2

D̄
1

, C
1

= D̄
2

C̄
1

and D = D̄
2

D̄
1

.
The next theorem shows that, under the technical condition that

⇥
C̄

1

D̄
1

⇤
is

invertible, the realization ⌃2D(A
11

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

, D) given by (7) is a
minimal realization of the composition code C.

Theorem 6.4. Let G(d
1

, d
2

) 2 Fn⇥k[d
1

, d
2

] be a composition encoder of a 2D

convolutional code C, such that

G(d
1

, d
2

) = G
2

(d
2

)G
1

(d
1

),

where G
2

(d
2

) 2 Fn⇥p[d
2

] is systematic and G
1

(d
1

) 2 Fp⇥k[d
1

], for some p 2 N, is a
minimal 1D encoder. Moreover, let ⌃1D(A

11

, B
1

, C̄
1

, D̄
1

) and ⌃1D(A
22

, B̄
2

, C
2

, D̄
2

)
be two 1D minimal realizations of G

2

(d
2

) and G
1

(d
1

), respectively, and assume

that

⇥
C̄

1

D̄
1

⇤
is square and invertible. Then ⌃2D(A

11

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

, D),
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where A
21

= B̄
2

C̄
1

, B
2

= B̄
2

D̄
1

, C
1

= D̄
2

C̄
1

and D = D̄
2

D̄
1

is a minimal realiza-

tion of C.

Proof. Since ⌃1D(A
11

, B
1

, C̄
1

, D̄
1

) and ⌃1D(A
22

, B̄
2

, C
2

, D̄
2

) are 1D minimal real-
izations of Im G

1

(d
1

) and Im G
2

(d
2

), respectively, it follows, by Theorem 5.1 that
they satisfy the following conditions.

Condition 1: D̄
1

and D̄
2

have full column rank.

Condition 2: (A
11

, B
1

) and (A
22

, B̄
2

) are both controllable pairs.

Condition 3: KerD̄
1

✓ KerB
1

and KerD̄
2

✓ KerB̄
2

(i.e, there exist matrices
L
1

and L
2

such that B
1

= L
1

D̄
1

and B̄
2

= L
2

D̄
2

).

Condition 4: Let L
1

and L
2

be defined as in Condition 3, and let ⇤
1

and ⇤
2

be minimal left-annihilators (mla) of D̄
1

and D̄
2

, respectively. Then the pairs
(A

11

� L
1

C̄
1

,⇤
1

C̄
1

) and (A
22

� L
2

C
2

,⇤
2

C
2

) are both observable.
Let us now define

E =


A

21

C
1

�
=


B̄

2

D̄
2

�
C̄

1

, F =


B

2

D

�
=


B̄

2

D̄
2

�
D̄

1

and

J =
⇥
A

21

B
2

⇤
= B̄

2

⇥
C̄

1

D̄
1

⇤
, H =

⇥
C

1

D
⇤
= D̄

2

⇥
C̄

1

D̄
1

⇤
.

Firstly we show that the four conditions of Theorem 5.1 for the minimality of
⌃1D(A

11

, B
1

, E, F ) as a code realization are satisfied:

(i) Since Condition 1 and Condition 3 hold,

F =


B̄

2

D̄
2

�
D̄

1

=


L
2

I

�
D̄

2

�
D̄

1

has full column rank as its factors D̄
1

, D̄
2

and


L
2

I

�
have full column rank.

(ii) follows immediately from Condition 2.

(iii) Note that since B̄
2

= L
2

D̄
2

and D̄
2

has full column rank,


L
2

I

�
D̄

2

has also

full column rank. Then there exists a matrix U such that

(8) U


L
2

I

�
D̄

2

= I.

On the other hand, Condition 3 implies that there exists a matrix L
1

such
that B

1

= L
1

D̄
1

. Then

B
1

= L
1

U


L
2

I

�
D̄

2

D̄
1

= L
1

U


B̄

2

D̄
2

�
D̄

1

= L̄
1

F,

where L̄
1

= L
1

U .
(iv) Consider L̄

1

= L
1

U , as defined above. Note that

⇤
1

UF = ⇤
1

U


B̄

2

D̄
2

�
D̄

1

= ⇤
1

U


L
2

I

�
D̄

2

D̄
1

= ⇤
1

D̄
1

= 0

due to (8) and to the fact that ⇤
1

is, by definition, a mla of D̄
1

. This implies
that a mla of F can be obtained by (if necessary) adding extra rows to ⇤

1

U .
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Let then ⇤̄
1

=


⇤
1

U
T

�
, for a suitable matrix T , be a mla of F . Now, the

pair (A
11

� L̄
1

E, ⇤̄
1

E) is given by
✓
A

11

� L̄
1


L
2

I

�
D̄

2

C̄
1

, ⇤̄
1


L
2

I

�
D̄

2

C̄
1

◆
,

which is equal to
✓
A

11

� L
1

U


L
2

I

�
D̄

2

C̄
1

,


⇤
1

U
T

� 
L
2

I

�
D̄

2

C̄
1

◆
,

or equivalently, ✓
A

11

� L
1

C̄
1

,


⇤
1

C̄
1

M

�◆
,

where M = T


L
2

I

�
D̄

2

C̄
1

.

Since, by Condition 4, the pair (A
11

�L
1

C̄
1

,⇤
1

C̄
1

) is observable, then the
pair ✓

A
11

� L
1

C̄
1

,


⇤
1

C̄
1

M

�◆

is also observable. In this way we conclude that (A
11

� L̄
1

E, ⇤̄
1

E) is observ-
able, as desired.

Therefore all the conditions of Theorem 5.1 are satisfied and ⌃1D(A
11

, B
1

, E, F )
is minimal as a code realization.

Finally, note that ⌃1D(A
22

, J, C
2

, H) is given by

⌃1D
�
A

22

, B̄
2

⇥
C̄

1

D̄
1

⇤
, C

2

, D̄
2

⇥
C̄

1

D̄
1

⇤�

which corresponds to making an invertible input transformation, associated to⇥
C̄

1

D̄
1

⇤
, in ⌃1D(A

22

, B̄
2

, C
2

, D̄
2

). Hence it is clear that the former model re-

alizes the same code as the latter, with the same dimension. So ⌃1D(A
22

, J, C
2

, H)
is a minimal code realization.

Thus it follows by Theorem 5.3 that ⌃1D (A
11

, B
1

, E, F ) and ⌃1D (A
22

, J, C
2

, H)
is a minimal realization of C.

Example 6.5. In Z
2

, consider the following composition encoder

G(d1, d2) =

2

6666664

d2 + d1d2 1
0 d22 + d1d

2
2

d2 + d1d2 + d1 + 1 0
0 d22 + d1d

2
2 + d1 + 1

1 1
d2 + d1d2 d22 + d1d

2
2

3

7777775
.

It is easy to factorize G(d
1

, d
2

) as in (6) where

G2(d2) =

2

6666664

d2 1 d2 0
0 d22 0 d22

d2 + 1 0 d2 + 1 0
0 d22 + 1 0 d22 + 1
1 1 0 0
d2 d22 d2 d22

3

7777775
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and

G
1

(d
1

) =

2

664

1 0
0 1
d
1

0
0 d

1

3

775 ,

which is canonical and therefore minimal. ⌃1D = (A
11

, B
1

, C̄
1

, D̄
1

), where

A
11

=


0 0
0 0

�
, B

1

=


1 0
0 1

�
, C̄

1

=

2

664

0 0
0 0
1 0
0 1

3

775 , D̄
1

=

2

664

1 0
0 1
0 0
0 0

3

775

is a minimal realization of G
1

(d
1

) with
⇥
C̄

1

D̄
1

⇤
= I

4

invertible.
G

2

(d
2

) is a systematic encoder ((see Example 6.2)) with minimal realization
⌃1D = (A

22

, B̄
2

, C
2

, D̄
2

), where

A
22

=

2

4
0 0 0
0 0 0
0 1 0

3

5 , B̄
2

=

2

4
1 0 1 0
0 1 0 1
0 0 0 0

3

5 , C
2

=

2

6666664

1 0 0
0 0 1
1 0 0
0 0 1
0 0 0
1 0 1

3

7777775
, D̄

2

=

2

6666664

0 1 0 0
0 0 0 0
1 0 1 0
0 1 0 1
1 1 0 0
0 0 0 0

3

7777775
.

Thus, by Theorem 6.4,

⌃
2D = (A

11

, A
21

, A
22

, B
1

, B
2

, C
1

, C
2

, D) ,

where

A
11

=


0 0
0 0

�
, A

21

=

2

4
1 0
0 1
0 0

3

5 , A
22

=

2

4
0 0 0
0 0 0
0 1 0

3

5 , B
1

=


1 0
0 1

�
,

B
2

=

2

4
1 0
0 1
0 0

3

5 , C
1

=

2

6666664

0 0
0 0
1 0
0 1
0 0
0 0

3

7777775
, C

2

=

2

6666664

1 0 0
0 1 0
1 0 0
0 0 1
0 0 0
1 0 1

3

7777775
and D =

2

6666664

0 1
0 0
1 0
0 1
1 1
0 0

3

7777775

is a minimal realization of the 2D convolutional code generated by G(d
1

, d
2

).

Let us now focus on the syndrome formers of a composition code C which admits
an encoder G(d

1

, d
2

) of the form (6), where G
1

(d
1

) has full row rank over F. A
construction of syndrome formers of C follows immediately from Proposition 4 as it
is shown next. Indeed, define

H
1

(d
1

) =


L
1

(d
1

) 0
0 I

�
2 F(n�k)⇥n[d

1

] and H
2

(d
2

) =


I 0

�Ḡ
2

(d
2

) I

�
T 2 Fn⇥n[d

2

],

where L
1

(d
1

) 2 F(p�k)⇥p[d
1

] and
⇥
�Ḡ

2

(d
2

) I
⇤
2 F(n�p)⇥n[d

2

] are 1D syndrome
formers of the 1D convolutional codes Im G

1

(d
1

) and Im G
2

(d
2

), respectively. Let

H(d
1

, d
2

) = H
1

(d
1

)H
2

(d
2

)(9)

=


L
1

(d
1

) 0
�Ḡ

2

(d
2

) I

�
T.(10)
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It is easy to see that H(d
1

, d
2

) is a syndrome former of C. Moreover, it can
be shown that it is possible to assume, without loss of generality, that (10) is an
optimal decomposition of H(d

1

, d
2

). Therefore:

µR(H) = µ(H
1

) + µ(H
2

) = µ(L
1

) + µ(�Ḡ
2

) = µ(L
1

) + µ(G
2

).

Note that since L
1

(d
1

) is a syndrome former of the 1D convolutional code Im G
1

(d
1

)
and G

1

(d
1

) is a minimal encoder of Im G
1

(d
1

), it follows that µ(L
1

) � µ(G
1

),
[3, 5, 6], and hence µR(H) � µR(G). Further, µ(L

1

) = µ(G
1

) if L
1

(d
1

) has minimal
McMillan degree among all syndrome formers of Im G

1

(d
1

), for instance, if L
1

(d
1

)
is row reduced, [3, 5, 6], (which can always be assumed without loss of generality,
since otherwise pre-multiplication of H(d

1

, d
2

) by a suitable unimodular matrix
U(d

1

) yields another syndrome former for C, with L
1

(d
1

) row reduced); in this case
µR(H) = µR(G).

Therefore, given the encoder G(d
1

, d
2

) we have constructed a syndrome former
H(d

1

, d
2

), as in Proposition 4.2, and based on the special properties of G(d
1

, d
2

),
we have shown that the minimal realizations of H(d

1

, d
2

) have dimension µR(H) =
µR(G).

We next show that µR(H) is minimal among the McMillan degree of all syndrome
formers of C with similar structure as H(d

1

, d
2

). For this purpose we first state the
following auxiliary result.

Lemma 6.6. Let G
1

(d
1

) 2 Fp⇥k[d
1

] be full row rank over F. Then X(d
2

)G
1

(d
1

) = 0
implies X(d

2

) = 0 for all X(d
2

) 2 F`⇥p[d
2

], where ` 2 N.

Proof. Assume that X(d
2

)G
1

(d
1

) = 0 and write X(d
2

) =
X

i�0

Xid
i
2

, Xi 2 F`⇥p.

Then for all i � 0, XiG1

(d
1

) = 0. Since Xi is a matrix over F and G
1

(d
1

) has full
row rank over F, this means that Xi = 0, for all i � 0, and therefore X(d

2

) is a null
polynomial matrix.

Theorem 6.7. Let C = Im G(d
1

, d
2

) be a 2D composition code of the form (6),

where G(d
1

) has full row rank over F. Let further H̃(d
1

, d
2

) =


X

1

(d
1

) 0
X

21

(d
2

) X
22

(d
2

)

�
T

be a syndrome former of C, where X
1

(d
1

) 2 F(p�k)⇥p[d
1

], X
21

(d
2

) 2 F(n�p)⇥p[d
2

],

X
22

(d
2

) 2 F(n�p)⇥(n�p)[d
2

], and T 2 Fn⇥n
is such that TG

2

(d
2

) =


I

Ḡ
2

(d
2

)

�
,

G
2

(d
2

) 2 F(n�p)⇥n[d
2

]. Then µR(H̃) � µR(G).

Proof. Note that H̃(d
1

, d
2

)G(d
1

, d
2

) = 0 if and only if

(
X

1

(d
1

)G
1

(d
1

) = 0�
X

21

(d
2

) +X
22

(d
2

)Ḡ
2

(d
2

)
�
G

1

(d
1

) = 0.

Then X
1

(d
1

) must be a syndrome former of the 1D convolutional code Im G
1

(d
1

)
and consequently µ(X

1

) � µ(G
1

), [6]. On the other hand, since by assump-
tion G

1

(d
1

) has full row rank over F, by Lemma 6.6, we have that X
21

(d
2

) +

X
22

(d
2

)Ḡ
2

(d
2

) = 0, which is equivalent to
⇥
X

21

(d
2

) X
22

(d
2

)
⇤  I

Ḡ
2

(d
2

)

�
= 0, and

therefore
⇥
X

21

(d
2

) X
22

(d
2

)
⇤
is a syndrome former of the 1D convolutional code
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
I

Ḡ
2

(d
2

)

�
. Hence µ

�⇥
X

21

X
22

⇤�
� µ

✓
I
Ḡ

2

�◆
, since


I

Ḡ
2

(d
2

)

�
is a minimal en-

coder of Im


I

Ḡ
2

(d
2

)

�
. Now, since H̃(d

1

, d
2

) =


X

1

(d
1

) 0
0 I

� 
I 0

X
21

(d
2

) X
22

(d
2

)

�
T ,

it is not di�cult to see that

µR(H̃) = µ(X
1

) + µ
�⇥
X

21

X
22

⇤�

� µ(G
1

) + µ

✓
I
Ḡ

2

�◆

= µ(G
1

) + µ

✓
T�1


I
Ḡ

2

�◆

= µR(G) = µ(C).

Corollary 1. Using the notation and conditions of Theorem 6.7, the syndrome

former of C given by (10) has minimal Roesser McMillan degree among all syndrome

formers of the same structure.
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Birkhäuser, 1991, 630–635.

[12] R. P. Roesser, A Discrete State-Space Model for Linear Image Processing, IEEE Trans.

Automat. Control, 20 (1975), 1–10.
[13] M. E. Valcher and E. Fornasini, On 2D finite support convolutional codes, Multidim. Syst.

Signal Proc., 5 (1994), 231–243.
[14] P. A. Weiner, Multidimensional Convolutional Codes, Ph.D thesis, Univ. Notre Dame, USA,

1998.
[15] J. C. Willems, Models for dynamics, in Dynamics Reported (eds. U. Kirchgraber and H.O.

Walther), John Wiley Sons Ltd., 1989, 171–269.

Received December 2014; revised July 2015.

E-mail address: fornasini@unipd.it
E-mail address: telma.pinho@ua.pt
E-mail address: raquel@ua.pt
E-mail address: mprocha@fe.up.pt

Advances in Mathematics of Communications Volume 10, No. 1 (2016), 163–177


