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DERIVATIONS OF A PARAMETRIC FAMILY OF SUBALGEBRAS OF
THE WEYL ALGEBRA

GEORGIA BENKART, SAMUEL A. LOPES∗, AND MATTHEW ONDRUS

ABSTRACT. An Ore extension over a polynomial algebraF[x] is either a quan-
tum plane, a quantum Weyl algebra, or an infinite-dimensional unital associative
algebraAh generated by elementsx, y, which satisfyyx − xy = h, where
h ∈ F[x]. Whenh 6= 0, the algebraAh is subalgebra of the Weyl algebraA1 and
can be viewed as differential operators with polynomial coefficients. This paper
determines the derivations ofAh and the Lie structure of the first Hochschild co-
homology groupHH1(Ah) = DerF(Ah)/InderF(Ah) of outer derivations over
an arbitrary field. In characteristic 0, we show thatHH

1(Ah) has a unique max-
imal nilpotent ideal modulo which it is 0 or a direct sum of simple Lie algebras
that are field extensions of the one-variable Witt algebra. In positive characteris-
tic, we obtain decomposition theorems forDerF(Ah) andHH1(Ah) and describe
the structure ofHH1(Ah) as a module over the center ofAh.

1. INTRODUCTION

We consider a family of infinite-dimensional unital associative algebrasAh

parametrized by a polynomialh in one variable, whose definition is given as fol-
lows:

Definition 1.1. Let F be a field, and leth ∈ F[x]. The algebraAh is the unital
associative algebra overF with generatorsx, y and defining relationyx = xy+h
(equivalently,[y, x] = h where[y, x] = yx− xy).

These algebras arose naturally in considering Ore extensions over a polynomial
algebraF[x]. Many algebras can be realized as iterated Ore extensions, and for that
reason, Ore extensions have become a mainstay in associative theory. Recall that
an Ore extensionA = R[y, σ, δ] is built from a unital associative (not necessarily
commutative) algebraR over a fieldF, anF-algebra endomorphismσ of R, and
a σ-derivation ofR, where by aσ-derivationδ we mean thatδ is F-linear and
δ(rs) = δ(r)s+σ(r)δ(s) holds for allr, s ∈ R. ThenA = R[y, σ, δ] is the algebra
generated byy overR subject to the relation

yr = σ(r)y + δ(r) for all r ∈ R.
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Under the assumption thatR = F[x] andσ is an automorphism ofR, the following
result holds. (Compare [AVV] and [AD], which have a somewhatdifferent division
into cases.)

Lemma 1.2. AssumeA = R[y, σ, δ] is an Ore extension withR = F[x], a polyno-
mial algebra over a fieldF of arbitrary characteristic andσ an automorphism of
R. ThenA is isomorphic to one of the following:

(a) a quantum plane
(b) a quantum Weyl algebra
(c) an algebraAh with generatorsx, y and defining relationyx = xy + h for

some polynomialh ∈ F[x].

The algebrasAh result from takingR = F[x], σ to be the identity automorphism,
andδ : R → R to be the derivation given by

(1.3) δ(f) = f ′h,

wheref ′ is the usual derivative off with respect tox.
Quantum planes and quantum Weyl algebras are examples of generalized Weyl

algebras in the sense of [B, 1.1], and as such, have been studied extensively. In
[BLO1, BLO2], we determined the center, normal elements, and prime ideals of
the algebrasAh, as well as the automorphisms and their invariants, isomorphisms
between two algebrasAg andAh, and the irreducibleAh-modules over any fieldF.
Our aim in this paper is to compute the derivations and first cohomology group of
the algebrasAh over an arbitrary field.

Whenh = 1, the algebraA1 is the Weyl algebra, and Sridharan [Sr] showed
that when the characteristic ofF is 0, the Hochschild cohomology ofA1 van-
ishes in positive degrees. In particular, the derivations of A1 are all inner when
char(F) = 0, since the first cohomology vanishes (compare [D1] and [D2]). In
recent work [GG], Gerstenhaber and Giaquinto have used the fact that the Euler-
Poincaré characteristic is invariant under deformation to compute the cohomology
of the Weyl algebra, the quantum plane, and the quantum Weyl algebra under the
assumptionchar(F) = 0.

Progress towards determining the derivations ofAh for arbitrary h has been
made in [N], primarily in the characteristic 0 case. Theorem9.1 of [N] shows
that whenchar(F) = 0, every derivation is inner if and only ifh ∈ F∗ (in
the notation used here). Nowicki also establishes decomposition results (see [N,
Thms. 10.1 and 11.2]) for derivations ofAh. These results can be obtained as
special cases of Theorem 5.7 below, which gives a direct sum decomposition of
DerF(Ah). In addition, we derive expressions for the Lie bracket in the quotient
HH1(Ah) = DerF(Ah)/InderF(Ah) of DerF(Ah) modulo the idealInderF(Ah) of
inner derivations whenchar(F) = 0 and use these formulas to understand the struc-
ture of the Lie algebraHH1(Ah) (see Theorem 5.13). In Theorem 5.1 and Corol-
lary 5.25, we show that there is a unique maximal nilpotent ideal ofHH1(Ah) and
explicitly describe the structure of the quotient by this ideal in terms of the one-
variable Witt algebra (centerless Virasoro algebra).
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When char(F) = p > 0, not all derivations ofA1 are inner (contrary to the
statement in [R]). In Section 3, we introduce two non-inner derivationsEx and
Ey of A1 and use them in Theorem 3.8 to describeDerF(A1) as well asHH1(A1).
Section 6 of the paper is devoted to studyingDerF(Ah) for arbitraryh 6= 0 in the
characteristicp > 0 case. The restriction mapRes : DerF(Ah) → DerF(Z(Ah))
from derivations ofAh to derivations of the centerZ(Ah) of Ah is a morphism of
Lie algebras, and in the caseh = 1, this map is surjective with kernelInderF(A1).
Viewing Ah as a subalgebra ofA1 for h 6= 0 and applying results from Section
3 on derivations ofA1, we determine the kernel and image ofRes in Proposition
6.9 and Theorem 6.17 respectively. This enables us in Theorem 6.21 to exp licitly
determine all derivations ofAh, for arbitraryh 6= 0, whenchar(F) = p > 0. To
illustrate this result, we computeDerF(Ah) for h = xm for anym ≥ 0 (Corollary
6.24) and for anyh ∈ F[xp] (Example 6.26). In Proposition 6.27, we provide a
criterion for a derivation ofAh to be inner for generalh, and in Theorem 6.29,
we present necessary and sufficient conditions onh for HH1(Ah) to be free over
Z(Ah). Propositions 6.34 and 6.40 give formulas for the Lie brackets inDerF(Ah).

Several well-known algebras have the formAh for someh ∈ F[x]. For ex-
ample,A0 is the polynomial algebraF[x, y]; A1 is the Weyl algebra; and the al-
gebraAx is the universal enveloping algebra of the two-dimensionalnon-abelian
Lie algebra (there is only one such Lie algebra up to isomorphism). The algebra
Ax2 is often referred to as the Jordan plane. It appears in noncommutative alge-
braic geometry (see for example, [SZ] and [AS]) and exhibitsmany interesting
features such as being Artin-Schelter regular of dimension2. In a series of arti-
cles [S1]–[S3], Shirikov has undertaken an extensive studyof the automorphisms,
derivations, prime ideals, and modules of the algebraAx2. Aspects of the the-
ory developed in [S1]–[S3] have been extended by Iyudu [I] toinclude results on
varieties of finite-dimensional modules ofAx2 over algebraically closed fields of
characteristic 0. Cibils, Lauve, and Witherspoon [CLW] have used quotients of
the algebraAx2 and cyclic subgroups of their automorphism groups to construct
new examples of finite-dimensional Hopf algebras in prime characteristic which
are Nichols algebras.

The universal enveloping algebrasYM(n) of the Yang-Mills algebras form an-
other family of infinite-dimensional associative algebraswhich have been studied
because of their connections with deformation theory. Theorem 5.11 of [HS] de-
termines the Lie structure of the first Hochschild cohomology group ofYM(n)
over an algebraically closed field of characteristic 0. Thisturns out to be finite
dimensional and can be described in terms of the orthogonal Lie algebraso(n). By
contrast,HH1(Ah) generally is infinite dimensional and related to the Witt algebra
under the assumptionF has characteristic 0.

There are striking similarities in the behavior of the algebrasAh ash ranges
over the polynomials inF[x]. For that reason, we believe that studying them as one
family provides much insight into their structure, derivations, automorphisms, and
modules.
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discussions about the Hochschild cohomology of the Weyl algebra in positive char-
acteristic and for pointing out the argument in Remark 3.9. We are also grateful to
the referee for carefully reading the first version of this paper and providing helpful
feedback.

2. PRELIMINARIES

In this section, we recall some necessary background from [BLO1] and prove
results required for our description of the derivations ofAh. We begin with facts
about embeddings.

Lemma 2.1. [BLO1, Sec. 3]

(a) Suppose thatf andg are nonzero elements ofF[x] andg = fr for some
r ∈ F[x]. RegardAf = 〈x, y, 1〉 andAg = 〈x, ỹ, 1〉 with the relations
yx − xy = f and ỹx − xỹ = g respectively. Then the mapε : Ag → Af

with x 7→ x, ỹ 7→ yr gives an embedding ofAg into Af .
(b) For all h ∈ F[x], h 6= 0, there is an embedding of the algebraAh into

the Weyl algebraA1. If x, y are the generators of the Weyl algebra so that
[y, x] = 1, thenAh can be identified with the subalgebraAh = 〈x, ŷ, 1〉 of
A1 generated byx, ŷ = yh, and1.

(c) RegardAh ⊆ A1 as in(b), and writeR = F[x]. Then

(2.2) Ah =
⊕

i≥0

Rhiyi =
⊕

i≥0

yihiR.

Because we often use the embedding in Lemma 2.1 (b) as a tool for proving
results, and because the structure and derivations ofA0 = F[x, y] are very well
understood, for the remainder of this paper we adopt the following conventions:

Conventions 2.3.

• R = F[x], and the polynomialh ∈ R is nonzero;
• the generators of the Weyl algebraA1 arex, y, 1 and [y, x] = 1;
• the generators of the algebraAh arex, ŷ, 1 and [ŷ, x] = h;
• whenAh is viewed as a subalgebra ofA1, thenŷ = yh.

The center of the Weyl algebraA1 is F1 whenchar(F) = 0. Whenchar(F) =
p > 0, the center ofA1 has been described by Revoy in [R] (see also [ML]). The
next result describes the center of an arbitrary algebraAh.

Theorem 2.4. [BLO1, Sec. 5]RegardAh ⊆ A1 as in Conventions 2.3, and let
Z(Ah) denote the center ofAh.

(1) If char(F) = 0, thenZ(Ah) = F1.
(2) If char(F) = p > 0, thenZ(Ah) is the polynomial subalgebraF[xp, zh] =

F[xp, hpyp] ofA1, where

zh = hpyp = yphp = ŷ(ŷ + h′)(ŷ + 2h′) · · · (ŷ + (p − 1)h′) = ŷp −
δp(x)

h
ŷ,
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and δ is the derivation ofR = F[x] with δ(f) = f ′h for all f ∈ R.

Moreoverδ
p(x)
h ∈ Z(Ah) ∩ F[x] = F[xp].

(3) If char(F) = 0, thenAh is free over its centerZ(Ah) with basis{xiŷj |
i, j ∈ Z≥0}. If char(F) = p > 0, thenAh is free overZ(Ah) with basis
{xihjyj | 0 ≤ i, j < p} or with basis{xiŷj | 0 ≤ i, j < p}.

ThecentralizerCAh
(x) = {a ∈ Ah | [a, x] = 0} of x in Ah has been calculated

in [BLO1], and we summarize the results next.

Lemma 2.5. [BLO1, Lem. 6.3] CAh
(x) = Z(Ah)R. Hence,

CAh
(x) =

{
R = F[x] if char(F) = 0,

F[x, hpyp] if char(F) = p > 0.

In particular, CA1(x) = R whenchar(F) = 0, and CA1(x) = F[x, yp] when
char(F) = p > 0.

Thenormalizer

(2.6) NA1(Ah) = {u ∈ A1 | [u,Ah] ⊆ Ah}

of Ah in A1 is closely related to the derivations ofAh, as

(2.7) u ∈ NA1(Ah) ⇐⇒ adu restricts to a derivation ofAh,

whereadu is the inner derivation ofA1 given byadu(v) = [u, v] = uv − vu.
We begin with a computational lemma from [BLO1, Lem. 5.2] andthen intro-

duce a certain elementπh ∈ R that depends uponh and plays an essential role in
describingNA1(Ah).

Lemma 2.8. Let h ∈ R = F[x], and let δ : R → R be the derivation with
δ(f) = f ′h for all f ∈ R. Then

[ŷn, f ] =
n∑

j=1

(
n

j

)
δj(f)ŷn−j in Ah(2.9)

[yn, f ] =

n∑

j=1

(
n

j

)
f (j)yn−j in A1(2.10)

wheref (j) = ( d
dx)

j(f).

Corollary 2.11. For all r ∈ R and alln ≥ 0,

(2.12) [ryn, ŷ] = −(rh)′yn + r

n+1∑

j=1

(
n+ 1

j

)
h(j)yn+1−j .
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Proof. Using (2.10), we have

[ryn, ŷ] = [ryn, yh] = [ryn, hy] + [ryn, h′]

= r
n∑

j=1

(
n

j

)
h(j)yn+1−j − hr′yn + r

n∑

j=1

(
n

j

)
h(j+1)yn−j

= −(rh)′yn + r

n+1∑

j=1

(
n+ 1

j

)
h(j)yn+1−j. �

Lemma 2.13. LetR = F[x].

(i) There is a unique monic polynomialπh ∈ R such that

∀ r ∈ R, h | h′r ⇐⇒ πh | r.

In particular, πh | h, andπh = 1 if h′ = 0.
(ii) If h /∈ F, write h = λuα1

1 · · · uαt
t , whereλ ∈ F∗, t ≥ 1, αi ≥ 1 for all i,

and theui are distinct monic primes inR.
(a) If char(F) = 0, thenπh = u1 · · · ut.

(b) If char(F) = p > 0, thenπh =
∏

i, u
αi
i 6∈F[xp]

ui, and ifh ∈ F[xp], then

πh = 1.
Hence,πh = h

gcd(h,h′) .

Proof. Let J = {r ∈ R | h dividesh′r}. ThenJ is an ideal of the principal ideal
domainR, so there is a unique monic polynomialπh ∈ R that generatesJ. This
proves the existence and uniqueness ofπh. Furthermore, it is clear thatπh | h since
h ∈ J, and thatπh = 1 if h ∈ F or if h ∈ F[xp], ash′ = 0.

Assumeh 6∈ F andh = λuα1
1 · · · uαt

t as above. Setu = u1 · · · ut. Then

h′ =
h

u

t∑

i=1

αiu1 · · · u
′
i · · · ut.

Given r ∈ R, it is easy to see thath divides h′r if and only if u di-
vides r

∑t
i=1 αiu1 · · · u

′
i · · · ut. The latter occurs if and only if uj divides

r
∑t

i=1 αiu1 · · · u
′
i · · · ut for every j. This is equivalent to havinguj divide

rαju1 · · · u
′
j · · · ut for everyj. Hence,h dividesh′r if and only if uj dividesrαju

′
j

for everyj.
If char(F) = 0, αju

′
j 6= 0 and has degree smaller thanuj, souj dividesr for

all j. Thus,πh = u1 · · · ut. If char(F) = p > 0, thenu
αj

j ∈ F[xp] if and only
if αju

′
j = 0, so h dividesh′r if and only if uj divides r for every j such that

u
αj

j /∈ F[xp]. It follows in this case thatπh =
∏

i, u
αi
i 6∈F[xp]

ui. �

Definition 2.14. Whenchar(F) = 0, set̺h = 1. Whenchar(F) = p > 0, let
h = λuα1

1 · · · uαt
t be the factorization ofh, where theui are the distinct monic

prime factors given in Lemma 2.13, andλ ∈ F∗. After possibly renumbering,
assumeui 6∈ F[xp] for 1 ≤ i ≤ ℓ anduj ∈ F[xp] for ℓ < j ≤ t (in caseℓ = 0,
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there are no suchui, and in caseℓ = t, there are no suchuj). For each1 ≤ i ≤ ℓ,
takeki ≥ 0 and0 ≤ αi < p so thatαi = kip+ αi. Let

(2.15) ̺h = u
k1p
1 · · · ukℓpℓ u

αℓ+1

ℓ+1 · · · uαt
t .

In the characteristicp > 0 case,̺ h is the unique monic polynomial of maximal
degree inF[xp] dividing h, and

(2.16) h =

{
λ̺h if h ∈ F[xp]

λuα1
1 · · · uαℓ

ℓ ̺h if h 6∈ F[xp].

To avoid separating considerations into cases, often we will write h =

λuα1
1 · · · uαℓ

ℓ ̺h with the understanding that the productuα1
1 · · · uαℓ

ℓ should be in-
terpreted as being 1 ifℓ = 0. Wheneverh ∈ F∗, thenh is as in the first option of
(2.16) with̺h = 1.

Theorem 2.17.RegardAh ⊆ A1 as in Conventions 2.3. Letπh ∈ R = F[x] be as
in Lemma 2.13, and setan = πhh

n−1yn for all n ≥ 1.

(a) Assumea ∈ A1 and writea =
∑

i≥0 riy
i with ri ∈ R. Then the following

hold:
(i) If char(F) = 0, thena ∈ NA1(Ah) ⇐⇒ πhh

i−1 | ri for all i ≥ 1.
Hence,NA1(Ah) = R⊕

⊕
n≥1 Ran.

(ii) If char(F) = p > 0, thena ∈ NA1(Ah) ⇐⇒
• for all i 6≡ 0mod p, πhhi−1 | ri
• for all i ≡ 0mod p, i > 0, hi−1 | r′i, or equivalently,

ri ∈ ci̺
p−1
h hi−p +F[xp] for someci ∈ R with c′i ∈ R

(
h
̺h

)p−1
.

In particular, a =
∑

i≥0 riy
i ∈ NA1(Ah) if and only ifriyi ∈ NA1(Ah) for

all i ≥ 0.
(b) For all F andn ≥ 1, Ran ⊂ NA1(Ah), andh′an and h

πh
an are inAh.

Proof. For (a), supposea =
∑

i≥0 riy
i, whereri ∈ R for all i. We will treat the

characteristic 0 andp cases together by adopting the convention thatp = 0 when
char(F) = 0. In that case, the statementi 6≡ 0mod p simply meansi 6= 0, while
i ≡ 0mod p meansi = 0.

Now a ∈ NA1(Ah) exactly when[a, x] and[a, ŷ] are inAh. In particular,

(2.18) [a, x] ∈ Ah ⇐⇒
∑

i 6≡0mod p

iriy
i−1 ∈ Ah ⇐⇒ hi−1 | ri ∀ i 6≡ 0mod p

by (2.2). Hence, we may assumea =
∑

i 6≡0mod p sih
i−1yi +

∑
i≡0mod p riy

i for
somesi ∈ R. Since[a, x] ∈ Ah, it follows that[a, g] ∈ Ah for all g ∈ R. Therefore,
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[a, ŷ] = [a, yh] ∈ Ah ⇐⇒ [a, hy] ∈ Ah. Now using Lemma 2.8, we have

[a, hy] =
∑

i 6≡0mod p

[sih
i−1yi, hy] +

∑

i≡0mod p

[riy
i, hy]

=
∑

i 6≡0mod p

sih
i−1

i∑

j=1

(
i

j

)
h(j)yi−j+1 −

∑

i 6≡0mod p

(sih
i−1)′hyi

−
∑

i≡0mod p

r′ihy
i.

Since by (2.2) all the terms in the first sum withj ≥ 2 belong toAh, we have

[a, hy] ∈ Ah ⇐⇒
∑

i 6≡0mod p

sih
i−1h′yi −

∑

i 6≡0mod p

s′ih
iyi −

∑

i≡0mod p

r′ihy
i ∈ Ah

⇐⇒
∑

i 6≡0mod p

sih
i−1h′yi −

∑

i≡0mod p

r′ihy
i ∈ Ah,(2.19)

ass′ih
iyi ∈ Ah for all i 6≡ 0, again using (2.2).

From this we deduce thathi must dividesihi−1h′ for all i 6≡ 0mod p; that is,h
must dividesih′ for all suchi. By Lemma 2.13, this means thatπh dividessi for
eachi 6≡ 0mod p, and in turn this says thatπhhi−1 dividesri for all i 6≡ 0mod p.
In particular, (i) and the first assertion of (ii) hold.

Now from (2.19), we also see thathi−1 | r′i for all i ≡ 0mod p, i > 0. Note that
hi−1 = hi−php−1 = ( h

̺h
)p−1̺p−1

h hi−p. Hence, we may writer′i = divi, where

di ∈ R( h
̺h
)p−1 andvi = ̺p−1

h hi−p ∈ F[xp]. Sincedivi ∈ im d
dx =

∑p−2
j=0 F[x

p]xj

andvi ∈ F[xp], it follows thatdi ∈
∑p−2

j=0 F[x
p]xj . Thereforedi = c′i for someci ∈

R, and(civi)′ = c′ivi = divi = r′i. This givesri ∈ civi + F[xp] = ci̺
p−1
h hi−p +

F[xp], as in (ii). Thatriyi ∈ NA1(Ah) for everyri of this form for i ≡ 0mod p,
i > 0, can be shown by direct computation. This proves the remaining parts of (a).

The first part of (b) is an immediate consequence of (a) exceptwhen n ≡
0 mod p and char(F) = p > 0. For akp = πhh

kp−1ykp with k ≥ 1, observe
that [rakp, f ] = 0 for all r, f ∈ R sinceykp ∈ Z(A1). Moreover,

[rakp, hy] = h[rπhh
kp−1, y]ykp = −h(rπhh

kp−1)′ykp

= −(rπh)
′hkpykp + rπhh

′hkp−1ykp,

which is inAh by (2.2) and the fact thath dividesπhh′ by Lemma 2.13. Now
h′an = h′πhh

n−1yn ∈ Ah is a consequence of that fact too, andhπh
an = hnyn ∈

Ah is clear. �

Remark 2.20. It follows from Theorem 2.17 that whenchar(F) = 0 and h
πh

∈ F∗,
thenNA1(Ah) = Ah.
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If char(F) = p > 0, we set

NA1(Ah)6≡0 = NA1(Ah) ∩
( ⊕

i 6≡0mod p

Ryi
)
,

NA1(Ah)≡0 = NA1(Ah) ∩ CA1(x).

(2.21)

Then everya ∈ NA1(Ah) has a unique expressiona = b + c with b ∈ NA1(Ah)6≡0

andc ∈ NA1(Ah)≡0. In particular, when h
πh

∈ F∗, thenb ∈ Ah.

3. DERIVATIONS OFA1

We will use derivations ofA1 heavily in our investigations of derivations ofAh.
In the next result, we provide a quick proof of the known fact that the derivations
of A1 are inner in thechar(F) = 0 case, in part to establish the notation we will
adopt later.

3.1. DerF(A1) when char(F) = 0.

Proposition 3.1. (Cf. [D2, Lem. 4.6.8]). Assumechar(F) = 0. Then every
derivation of the Weyl algebraA1 is inner.

Proof. SupposeD ∈ DerF(A1). Assume thatD(x) =
∑

i≥0 diy
i, wheredi ∈ R =

F[x] for all i. Set

u =
∑

i≥0

di
i+ 1

yi+1.

Thenadu(x) =
∑

i≥0 diy
i = D(x), so thatE = D − adu ∈ DerF(A1) has the

property thatE(x) = 0.
Then from[E(y), x] + [y,E(x)] = E(1) = 0, we determine that[E(y), x] = 0.

Thus,E(y) ∈ CA1(x) = R by Lemma 2.5. SinceE(y) ∈ R andchar(F) = 0,
there exists aw ∈ R such thatw′ = −E(y). Thenadw(x) = 0 = E(x) and
adw(y) = [w, y] = −w′ = E(y). ThereforeD − adu = E = adw andD =
adu + adw ∈ InderF(A1). Hence,DerF(A1) = InderF(A1). �

3.2. DerF(A1) when char(F) = p > 0.

3.2.1. The derivationsEx andEy.

Over fields of characteristicp > 0, the derivations(adx)p = adxp and(ady)p =
adyp are 0 on the Weyl algebraA1. However,A1 has two special derivationsEx

andEy, which are specified by

(3.2) Ex(x) = yp−1, Ex(y) = 0, and Ey(x) = 0, Ey(y) = xp−1.

ThenzEx andzEy are also derivations ofA1 for everyz ∈ Z(A1) = F[xp, yp].
Letϕ be the anti-automorphism ofA1 defined by

(3.3) ϕ(x) = y, ϕ(y) = x.

Then

(3.4) ϕExϕ = ϕExϕ
−1 = Ey, and ϕEyϕ = ϕEyϕ

−1 = Ex.
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Lemma 3.5. AssumeA1 is the Weyl algebra overF, wherechar(F) = p > 0. Then

DerF(A1) = Z(A1)Ex + Z(A1)Ey + InderF(A1).

Proof. The right side is clearly contained inDerF(A1). For the other containment,
supposeD ∈ DerF(A1), and assume thatD(x) =

∑
i≥0 diy

i, wheredi ∈ R for all
i. Set

b =
∑

i 6≡−1mod p

di
i+ 1

yi+1.

Then adb(x) =
∑

i 6≡−1mod p diy
i, so thatE = D − adb ∈ DerF(A1) has the

property thatE(x) =
∑

i≡−1mod p diy
i.

Suppose thatE(y) =
∑

j≥0 ejy
j, whereej ∈ R for all j. Then

0 = E(1) = [E(y), x] + [y,E(x)] =
∑

j≥1

jejy
j−1 +

∑

i≡−1mod p

d′iy
i,

from which we determine thatd′i = 0 for all i ≡ −1mod p, and ej = 0 for
all j 6≡ 0 mod p. The first impliesdi ∈ F[xp] for all such i, so thatw =∑

i≡−1mod p diy
i−(p−1) ∈ Z(A1) andE(x) = wyp−1 = wEx(x). As a result,

F = E − wEx has the property thatF (x) = 0 andF (y) =
∑

j≡0mod p ejy
j.

Now it is a direct consequence of the decompositionR =
⊕p−1

j=0 F[x
p]xj and

the fact thatim d
dx =

⊕p−2
j=0 F[x

p]xj that everye ∈ R can be expressed ase =

cxp−1 − r′ for somer ∈ R and a uniquec ∈ F[xp]. Applying that result to
eachej , we have that there existcj ∈ F[xp] andrj ∈ R, so thatej = cjx

p−1 −

r′j. ThenF (y) =
∑

j≡0mod p ejy
j =

(∑
j≡0mod p cjy

j
)
xp−1 −

∑
j≡0mod p r

′
jy

j .

Settingz =
∑

j≡0mod p cjy
j and c =

∑
j≡0mod p rjy

j , we see thatz ∈ Z(A1)

and (F − zEy − adc)(x) = 0 = (F − zEy − adc)(y). Consequently,D =
wEx + zEy + adb + adc ∈ Z(A1)Ex + Z(A1)Ey + InderF(A1). �

3.2.2. The action ofEx andEy onA1.

The next lemma describes howEx andEy act on various elements ofA1.

Lemma 3.6. Assumechar(F) = p > 0. Wheng ∈ F[x], let g(k) =
(

d
dx

)k
(g), and

wheng ∈ F[y], let g(k) =
(

d
dy

)k
(g). Assumeϕ is the anti-automorphism in(3.3),

and let ∂p : F[x] → F[x] be theF-linear map defined by

(3.7) ∂p

(
p−1∑

i=0

rix
i

)
=

p−1∑

i=0

d

d(xp)

(
ri
)
xi, for ri ∈ F[xp].

Then the following hold inA1:
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(a) Ex(x
n) =

p∑

k=1

(
n

k

)
xn−k(yp−1)(k−1) for n ≥ 1;

(b) Ex(g) =

p−1∑

k=1

(−1)k−1

k
g(k)yp−k − ∂p(g) for all g ∈ F[x];

(c) Ex = −
d

d(xp)
on F[xp] and Ex(g

p) = −(g′)p for all g ∈ F[x];

(d) Ey(g) =

p−1∑

k=1

(−1)k−1

k
xp−kg(k) − ϕ∂p(g(x)) for all g ∈ F[y];

(e) Ey(ŷ) = Ey(y)h = xp−1h;

(f) Ex(ŷ) = h′yp +

p−2∑

k=1

(−1)k−1

(k + 1)k
h(k+1)yp−k − ∂p(h) y − ∂p(h

′).

Proof. Part (a) can be shown using induction onn (the casen = 1 saying
Ex(x) = yp−1). AssumeEx(x

n) =
∑n

k=1

(n
k

)
xn−k(yp−1)(k−1), and substitute

that expression intoEx(x
n+1) = Ex(x

n)x + xnEx(x). Applying the fact that
fx = xf + d

dy (f) for all f ∈ F[y] to the first summand and simplifying gives the

desired expression for then + 1 case. Since(yp−1)(k−1) = 0 for all k > p, the
index of summation need only go up top.

For (b), we have using
(
p−1
k−1

)
= (−1)k−1 and(p− 1)! = −1 that

Ex(x
n) =

p∑

k=1

(
n

k

)
xn−k(yp−1)(k−1)

=

p−1∑

k=1

(xn)(k)

k!

(
p− 1

k − 1

)
(k − 1)!yp−k −

(
n

p

)
xn−p

=

p−1∑

k=1

(−1)k−1

k
(xn)(k)yp−k −

(
n

p

)
xn−p.

Now if n = jp + ℓ with 0 ≤ ℓ < p, thenxn = (xp)jxℓ and
(n
p

)
= j, so

∂p(x
n) =

(n
p

)
xn−p. Thus,

Ex(x
n) =

p−1∑

k=1

(−1)k−1

k
(xn)(k)yp−k − ∂p(x

n),

where∂p is as in (3.7). This, together with the linearity of derivations, implies (b).
As a special case of (b), we haveEx(x

jp) = −jx(j−1)p for all j ≥ 1 so that
Ex = − d

d(xp) on F[xp]. In particular, ifg(x) =
∑

j≥0 γjx
j , then, as claimed in
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(c),

Ex(g
p) =

∑

j≥0

γpjEx(x
jp) = −

∑

j≥1

jγpj x
(j−1)p = −

∑

j≥1

jpγpj x
(j−1)p = −(g′)p.

For (d), applying the anti-automorphismϕ in (3.3) which interchangesx andy,
and using (3.4), we haveEy(g(y)) = ϕExϕ

−1(g(y)) = ϕ(Ex(g(x))) for g(y) ∈
F[y], and so (d) now follows from applyingϕ to (b).

Part (e) is apparent, and (f) can be derived from the following calculation which
uses the relation[y, ∂p(f)] = ∂p(f

′), for f ∈ R:

Ex(ŷ) = Ex(yh) = yEx(h) = y

p−1∑

k=1

(−1)k−1

k
h(k)yp−k − y∂p(h)

=

p−1∑

k=1

(−1)k−1

k

(
h(k)y + h(k+1)

)
yp−k − ∂p(h) y − ∂p(h

′)

= h′yp +

p−2∑

k=1

(−1)k−1

(k + 1)k
h(k+1)yp−k − ∂p(h) y − ∂p(h

′). �

We have the following consequence of this result.

Theorem 3.8. AssumeA1 is the Weyl algebra overF, wherechar(F) = p > 0.
Then

(a) DerF(A1) = Z(A1)Ex⊕Z(A1)Ey⊕InderF(A1),whereEx, Ey ∈ DerF(A1)
are given byEx(x) = yp−1, Ex(y) = 0, Ey(x) = 0, Ey(y) = xp−1.

(b) HH1(A1) = DerF(A1)/InderF(A1) ∼= DerF(F[t1, t2]) as Lie algebras,
wheret1 = xp, t2 = yp.

Proof. In Lemma 3.5, we have established thatDerF(A1) is the sum of the terms
on the right side of (a). SupposeD = wEx+ zEy + ada = 0 for somea ∈ A1 and
z, w ∈ Z(A1). ApplyingD toxp and using the fact thatxp is central, we have from
Lemma 3.6 (c) that0 = D(xp) = −w. Similarly, applyingD to yp givesz = 0.
Henceada = 0 also, and the sum in (a) is direct.

The mapRes : DerF(A1) → DerF(Z(A1)) given by restricting a derivation of
A1 to the centerZ(A1) = F[t1, t2], wheret1 = xp, t2 = yp, is clearly a morphism
of Lie algebras. It follows from Lemma 3.6 thatRes(Ex) = − d

dt1
andRes(Ey) =

− d
dt2

. HencewEx+zEy+ada 7→ −w d
dt1

−z d
dt2

for allw, z ∈ Z(A1), which shows
the map is onto. NowInderF(A1) is in the kernel. But since everyD ∈ DerF(A1)
has the formD = wEx + zEy + ada, we see the kernel is exactlyInderF(A1). �

Remark 3.9. It is well known thatDerF(F[t1, t2]) is a freeF[t1, t2]-module of rank
2 with basis d

dt1
, d
dt2

. This Lie algebra is often referred to as theWitt algebrain

2 variables. A. Solotar and M. Suárez-Álvarez have pointed out to us one could
alternately use the fact thatA1 is Azumaya over its center, combined with a result
on the homology of Azumaya algebras in[CW] and the Van den Bergh duality
between homology and cohomology (see[Be]), to conclude thatHH1(A1) is free
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of rank 2 over the centerZ(A1) whenchar(F) = p > 0. Theorem 3.8, which also
establishes this result, identifies explicit generatorsEx andEy for HH1(A1) over
Z(A1).

3.2.3. Lie brackets inDerF(A1) whenchar(F) = p > 0.

Next we determine the multiplication inDerF(A1).

Lemma 3.10. Assumechar(F) = p > 0. Then[Ex, Ey] = ad̟ where

(3.11) ̟ =

p−1∑

n=1

(p− 1− n)!

n
xnyn.

Proof. It suffices to compute the action of[Ex, Ey] onx andy. Using (a) of Lemma
3.6 and the fact that

(p−1
k

)
= (−1)k for 0 ≤ k ≤ p− 1, we have

[Ex, Ey](y) = Ex(x
p−1) =

p−1∑

k=1

(
p− 1

k

)
xp−1−k(yp−1)(k−1)

= −

p−1∑

k=1

(k − 1)!xp−1−kyp−k = −

p−1∑

n=1

(p− 1− n)!xn−1yn.

Then

[Ex, Ey](x) = −Ey(y
p−1) =

p−1∑

n=1

(p− 1− n)!xnyn−1

upon applyingϕ to the relation above. However, if̟ is as in (3.11), then

ad̟(x) =

p−1∑

n=1

(p− 1− n)!xnyn−1 and ad̟(y) = −

p−1∑

n=1

(p− 1− n)!xn−1yn.

Thus,[Ex, Ey] = ad̟, as desired. �

Products inDerF(A1) can now be described using this result.

Lemma 3.12. Assumechar(F) = p > 0. For all D,E ∈ DerF(A1), a ∈ A1,
w, z ∈ Z(A1), we have

• [D, ada] = adD(a),
• zada = adza,
• [wD, zE] = wD(z)E − zE(w)D + wz[D,E],
• [wEx, zEy] = wEx(z)Ey − zEy(w)Ex + wz ad̟, with̟ as in(3.11).

4. GENERALITIES ON DERIVATIONS OFAh

We turn our attention now to the Lie algebraDerF(Ah) of F-linear derivations
of Ah for arbitrary 0 6= h ∈ R = F[x] and arbitraryF. Throughout, we view
Ah as a subalgebra ofA1 as in Conventions 2.3, and apply the results we have
just established in Sections 3.1 and 3.2 onDerF(A1) to derive information about
DerF(Ah).
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We begin by determining when a derivation ofAh extends to one ofA1. We
then define the derivationsDe, e ∈ CAh

(x), and introduce the elementa0, which
belongs to a localization ofA1 and is a natural extension of the elementsan =
πhh

n−1 ∈ NA1(Ah) for n ≥ 1. The main results of this section are Theorem
4.9, which describes a decomposition ofDerF(Ah) into a sum of Lie subalgebras
for arbitraryF, and Theorem 4.15, which gives expressions for various products
involving the derivationsDg, g ∈ R, andadran for n ≥ 0 andr ∈ R. This sets
the stage for Section 5, where we show that these derivationsalong with the inner
derivations generateDerF(Ah) whenchar(F) = 0.

4.1. Extensions of derivations.

To determine a necessary and sufficient condition for a derivation ofAh to ex-
tend to a derivation ofA1, we require a basic result about derivations ofAh, which
can be shown using [GW, Exer. 2ZC].

Lemma 4.1. Fix u, v ∈ Ah. Letd : F[x] → Ah be the unique derivation such that
d(x) = u. There is a derivationD ∈ DerF(Ah) such thatD(x) = d(x) = u and
D(ŷ) = v if and only if [v, x] + [ŷ, u] = d(h). If such a derivation exists, it is
unique.

In the next result, we will use the fact thatD(h) ∈ Ahh = hAh for every
D ∈ DerF(Ah). This follows from the computationD(h) = [D(ŷ), x] + [ŷ,D(x)]
and the fact [BLO1, Lem. 6.1] that[Ah,Ah] ⊆ hAh.

Theorem 4.2. RegardAh ⊆ A1 as in Conventions 2.3.

(i) A derivationD ∈ DerF(Ah) extends to a derivatioñD of A1 if and only if
D(ŷ) ∈ A1h. In particular, ifD(ŷ) = ah andD(h) = bh for a ∈ A1 and
b ∈ Ah, thenD̃ is determined by

D̃(x) = D(x), D̃(y) = a− yb.

(ii) Suppose thatD,E ∈ DerF(A1) restrict to derivations ofAh andD = E
as derivations ofAh. ThenD = E as derivations ofA1.

Proof. (i) AssumeD ∈ DerF(Ah). If D extends to a derivatioñD of A1, then

D(ŷ) = D̃(ŷ) = D̃(yh) = D̃(y)h+ yD(h) ∈ A1h.

Conversely, supposeD(ŷ) = ah wherea ∈ A1. We may assumeD(h) = bh

whereb ∈ Ah. By Lemma 4.1 applied toA1 (and so withD̃ replacingD andy
replacingŷ in quoting that result) there is a unique derivationD̃ of A1 with

D̃(x) = D(x), D̃(y) = a− yb
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if and only if [a− yb, x]+ [y,D(x)] = D(1) = 0. SinceA1 is a domain, it suffices
to show that

(
[a− yb, x] + [y,D(x)]

)
h = 0. For this, we have

[a− yb, x]h+[y,D(x)]h = [ah, x] − [ybh, x] + [y,D(x)]h

= [D(ŷ), x]− [yD(h), x] + [ŷ,D(x)]− y[h,D(x)]

= [D(ŷ), x] + [ŷ,D(x)] − [y, x]D(h) − y[D(h), x] − y[h,D(x)]

= D([ŷ, x])−D(h)− yD([h, x]) = 0.

Note thatD̃ thus defined restricts toD onAh.
(ii) Now assume thatD,E ∈ DerF(A1) both restrict to derivations ofAh and

D = E as derivations ofAh. The assumptions imply thatD(r) = E(r) for all
r ∈ R, andD(yh) = D(ŷ) = E(ŷ) = E(yh). Therefore,

D(y)h+ yD(h) = E(y)h + yE(h),

and soD(y)h = E(y)h. Sinceh 6= 0, we haveD(y) = E(y). �

For anya ∈ NA1(Ah), ada is a derivation ofAh, and if a happens to belong
to Ah, then [D, ada] = adD(a) for any derivationD ∈ DerF(Ah). However, if
a ∈ NA1(Ah) \ Ah, thenD(a) may not be defined. This can be remedied in the
following way.

Recall from [BLO1, Cor. 4.3] that

(4.3) Σ = {hm | m ≥ 0}

is a left and a right Ore set in bothA1 andAh ⊆ A1, and the corresponding lo-
calizationsA1Σ

−1 = AhΣ
−1 are equal. It is well known that derivations extend

under localization. In particular, ifD ∈ DerF(Ah), thenD extends uniquely to a
derivationD̃ of AhΣ

−1 = A1Σ
−1, with D̃(h−1) = −h−1D(h)h−1.

Lemma 4.4. SupposeD ∈ DerF(Ah), and let D̃ be the extension ofD to a
derivation ofA1Σ

−1. Then [D, ada] = adD̃(a) for all a ∈ NA1Σ−1(Ah), and

D̃(a) ∈ NA1Σ−1(Ah). In particular, D̃(a) ∈ NA1Σ−1(Ah) for all a ∈ NA1(Ah).

Proof. Assumeb ∈ Ah ⊆ A1 and a ∈ NA1Σ−1(Ah). Then [a, b] ∈ Ah and
D([a, b]) = D̃([a, b]) = [D̃(a), b] + [a,D(b)] so that

(4.5) [D, ada](b) = D([a, b]) − [a,D(b)] = [D̃(a), b] = ad
D̃(a)

(b).

Since[D̃(a), b] = [D, ada](b) ∈ Ah, it is clear thatD̃(a) ∈ NA1Σ−1(Ah). �

4.2. The derivations De.
Lemma 4.1 implies that for eache ∈ CAh

(x) there is a unique derivationDe of
Ah with De(x) = 0 andDe(ŷ) = e. Such a derivation satisfiesDe(f) ∈ CAh

(x)
for all f ∈ CAh

(x), since0 = De([x, f ]) = [x,De(f)]. These derivations play
a prominent role in our investigations and also can be used toconstruct automor-
phisms ofAh.
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Proposition 4.6. Assumee, f ∈ CAh
(x) = Z(Ah)R. Then

(i) [De,Df ] = Dc , wherec = De(f) − Df (e) ∈ CAh
(x), so thatDC =

{De | e ∈ CAh
(x)} is a Lie subalgebra ofDerF(Ah).

(ii) Dδ(g) = −adg for all g ∈ R, whereδ(g) = g′h. In particular,Dh = −adx.
(iii) Whenchar(F) = 0, thenDC = {Dg | g ∈ R}. Moreover,

(a) DC is abelian, andDg is locally nilpotent for allg ∈ R.

(b) For anyg ∈ R, φg = exp(Dg) =

∞∑

n=0

(Dg)
n

n!
is an automorphism of

Ah with inverseφ−g = exp(−Dg), and{φg | g ∈ R} is an abelian
subgroup ofAutF(Ah) isomorphic to(R,+).

Remark 4.7. The automorphismφg satisfiesφg(x) = x andφg(ŷ) = ŷ + g, and
φf ◦ φg = φf+g holds for all f, g ∈ R. In [BLO1, Thm. 8.3 (iv)] it is shown
that if φg is defined by these expressions for the algebraAh over any field, then
{φg | g ∈ R} forms a normal subgroup ofAutF(Ah) isomorphic to(R,+).

Every derivationadc, with c ∈ NA1(Ah)≡0 as in (2.21), can be realized as a
derivation inDC as follows.

Lemma 4.8. Assumechar(F) = p > 0 and c ∈ NA1(Ah)≡0. Then there isf ∈
CAh

(x) such thatadc = Df .

Proof. Set f = adc(ŷ). Then f ∈ Ah becausec ∈ NA1(Ah). Moreover, as
c ∈ CA1(x), it follows that[f, x] = [adc(ŷ), x] = adc([ŷ, x]) = 0, sof ∈ CAh

(x).
This impliesadc = Df , as required. �

The derivationsDg with g ∈ R can be used to give a decomposition ofDerF(Ah),
as the next result shows.

Theorem 4.9. AssumeF is arbitrary, and regardAh ⊆ A1. Then

(4.10) DR = {Dg | g ∈ R} and E = {F ∈ DerF(A1) | F (Ah) ⊆ Ah}

are Lie subalgebras ofDerF(Ah), DR is abelian, andDerF(Ah) = DR + E.

Proof. It is clear thatDR andE are Lie subalgebras ofDerF(Ah), andDR is abelian
(compare Proposition 4.6 (i)). AssumeD ∈ DerF(Ah). ThenD(ŷ) =

∑
j≥0 rj ŷ

j ,
whererj ∈ R for eachj. NowD −Dr0 ∈ DerF(Ah), and

(D −Dr0)(ŷ) =
∑

j≥1

rj ŷ
j =

∑

j≥1

rj ŷ
j−1yh ∈ A1h.

Thus by Theorem 4.2, the derivationD −Dr0 ∈ DerF(Ah) extends to a derivation
E ∈ DerF(A1) such thatD = Dr0 + E, whereE belongs toE. �

The derivationsDg extend to derivations ofA1Σ
−1, as the next result shows.

Lemma 4.11. For g ∈ R, the derivationDg ∈ DerF(Ah) extends uniquely to a
derivationD̃g of A1Σ

−1 with D̃g(RΣ
−1) = 0, D̃g(y) = gh−1, and [Dg, ada] =

ad
D̃g(a)

, for all a ∈ NA1(Ah), whereD̃g(a) ∈ NA1Σ−1(Ah).
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Proof. It is clear thatDg extends uniquely to a derivatioñDg of A1Σ
−1, and

D̃g(h
−1) = −h−1Dg(h)h

−1 = 0. Then it follows that

(4.12) D̃g(y) = D̃g(ŷh
−1) = D̃g(ŷ)h

−1 = Dg(ŷ)h
−1 = gh−1.

The final assertion is a direct consequence of Lemma 4.4. �

4.3. The elementa0 = πhh
−1 in NA1Σ−1(Ah).

Let D̃1 be the extension of the derivationD1 toA1Σ
−1, and leta0 = D̃1(a1) =

πhh
−1 ∈ NA1Σ−1(Ah). This definition fits naturally with the definition of the

elementsan = πhh
n−1yn ∈ NA1(Ah) for n ≥ 1. Observe that in general

adra0 /∈ E = {F ∈ DerF(A1) | F (Ah) ⊆ Ah}. Now sinceδ(r) = r′h for all
r ∈ R, the derivationδ extends to a derivation (again denoted byδ) onRΣ−1 with
δ(h−1) = −h′h−1. The linear transformation given by

(4.13) δ0 : R → R, r 7→ δ(ra0) = (ra0)
′h = (rπhh

−1)′h = (rπh)
′ − r

πhh
′

h

will play a special role in what follows. Sinceh dividesπhh′ by Lemma 2.13, it is
evident thatδ0(R) = δ(Ra0) ⊆ R.

Lemma 4.14. For all r ∈ R, let δ0(r) = δ(ra0) as in(4.13), wherea0 = πhh
−1 ∈

NA1Σ−1(Ah).

(a) Thenadra0 = −Dδ(ra0) = −Dδ0(r) ∈ DR for all r ∈ R. In particular,
ada0 = −Dδ(a0) = −Dδ0(1) and deg (δ(a0)) < deg h.

(b) δ0(rs) = δ(rsa0) = rδ0(s)+ r
′sπh. In particular, δ0(r) = rδ0(1)+ r

′πh,
whereδ0(1) = π′h −

πhh
′

h .

Proof. For anyr ∈ R, adra0(x) = 0 and

adra0(ŷ) = [ra0, y]h = −(ra0)
′h = −δ(ra0) = −δ0(r) ∈ R.

Thus,adra0 = −Dδ(ra0) = −Dδ0(r) ∈ DR, as these two derivations agree on a
generating set ofAh. It can be seen from (4.13) thatdeg (δ(a0)) = deg (δ0(1)) <
deg πh ≤ deg h. Part (b) follows directly from the definitions. �

4.4. Main result on products.
We can now state our main result on the Lie brackets inHH1(Ah). Since

CAh
(x) = Z(Ah)R, andDzg = zDg for z ∈ Z(Ah), g ∈ R, we will focus on

products involving the derivationsDg for g ∈ R. This suffices whenchar(F) = 0,
sinceZ(Ah) = F1 in that case. Whenchar(F) = p > 0, more general products
will be considered in Section 6.7.

Theorem 4.15. Seta−1 = 0 and leta0 = πhh
−1. For all r ∈ R, let δ0(r) =

δ(ra0) = (rπhh
−1)′h as in(4.13).

(a) For all g, r ∈ R andn ≥ 0, we have[Dg, adran ] = nadgran−1 = nadcan−1

in HH1(Ah) = DerF(Ah)/InderF(Ah), wherec is the remainder of the
division inR of gr by h

πh
.
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(b) For all r, s ∈ R and all m,n ≥ 0, [adram , adsan ] = adqam+n−1 =

addam+n−1 in HH1(Ah), whereq = mrδ0(s) − nsδ0(r), andd is the re-
mainder of the division inR of q by h

πh
.

Our proof of this theorem, which we complete in Section 4.7, will be the culmi-
nation of a series of computational results.

4.5. The product [Dg, ada] for g ∈ R and a ∈ NA1(Ah).

Lemma 4.16. AssumeD ∈ DerF(A1Σ
−1) has the property thatD(x) = 0 and

D(y) = f , wheref ∈ RΣ−1. Then

D(yn) =

n∑

k=1

(
n

k

)
f (k−1)yn−k

for all n ≥ 1, wheref (k−1) denotes( d
dx)

k−1(f) andf (0) = f .

Proof. The assertion holds forn = 1 sinceD(y) = f . For largern, it follows by
induction using the fact thatys = sy + s′ for s ∈ RΣ−1. �

Next we computeD̃g on certain elements. Ultimately, this will enable us to
calculate[Dg, adran ].

Corollary 4.17. Let g, r ∈ R and assumean = πhh
n−1yn for n ≥ 1. Let D̃g be

the extension ofDg to A1Σ
−1 as in Lemma 4.11. Then

(a) D̃g(ry
n) = r

∑n
k=1

(n
k

)
(gh−1)(k−1)yn−k.

(b) D̃g(ran) = rπh(gh
−1)(n−1)hn−1 +

∑n−1
k=1

(
n
k

)
(gh−1)(k−1)hkran−k.

(c) Assumechar(F) = p > 0. ThenDg(zh) =
(
ghp−1

)(p−1)
, wherezh =

hpyp ∈ Z(Ah).

Proof. Part (a) is immediate from Lemma 4.16, sinceD̃g(x) = 0 andD̃g(y) =
gh−1 by (4.12). For (b), we have from part (a)

D̃g(ran) = rπhh
n−1

n∑

k=1

(
n

k

)
(gh−1)(k−1)yn−k

= rπh(gh
−1)(n−1)hn−1 +

n−1∑

k=1

(
n

k

)
(gh−1)(k−1)hkrπhh

n−k−1yn−k

= rπh(gh
−1)(n−1)hn−1 +

n−1∑

k=1

(
n

k

)
(gh−1)(k−1)hkran−k.

Item (c) is a consequence of the calculation

Dg(zh) = hp
p∑

k=1

(
p

k

)
(gh−1)(k−1)yp−k = hp(gh−1)(p−1) = (ghp−1)(p−1). �
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Lemma 4.18. Let g ∈ R and k ≥ 0. Then, there existr1, . . . , rk+1 ∈ R such

that
(
gh−1

)(k)
=
∑k+1

i=1 rih
−i, with r1 = g(k) and rk+1 = (−1)kk!g(h′)k. In

particular, for everyk ≥ 0, there existssk ∈ R such that

(4.19)
(
gh−1

)(k)
hk = sk + (−1)kk!g(h′)kh−1.

Proof. This follows from the identity(gh−1)(k) =
∑k

j=0

(
k
j

)
g(k−j)(h−1)(j). �

Proposition 4.20. Assumeg, r ∈ R. Then foran = πhh
n−1yn the following hold:

(a) If n ≥ 2, there existss ∈ Ah so thatD̃g(ran) = s+ngran−1 ∈ NA1(Ah).
Thus,[Dg, adran ] = adD̃g(ran)

∈ {adb | b ∈ NA1(Ah)} and

[Dg, adran ] = nadgran−1 mod InderF(Ah).

(b) [Dg, adra1 ] = adgra0 = −Dδ0(gr) whereδ0(gr) = δ(gra0) =
(
grπhh

−1
)′
h.

(c) [Dg, adr] = 0.

Proof. For everyk ≥ 0, let sk ∈ R be given by (4.19). Assumek, n ≥ 2. Then

(gh−1)(n−1)hn−1rπh = sn−1rπh + (−1)n−1(n− 1)!g(h′)n−1h−1rπh,(4.21)

(gh−1)(k−1)rhk = sk−1rh+ (−1)k−1(k − 1)!g(h′)k−1r.(4.22)

The expression in (4.21) is inR sinceh dividesπhh′. Now if (4.22) is multiplied
by an−k (where2 ≤ k ≤ n− 1), the right side is

sk−1rhan−k + (−1)k−1(k − 1)!g(h′)k−1rπhh
n−k−1yn−k,

which is inAh by (b) of Theorem 2.17. Hence, by Corollary 4.17, we have (a).
Part (b) follows from Corollary 4.17 and Lemma 4.14 (a). Part(c) is clear. �

4.6. The product [adram , adsan ] for r, s ∈ R.

Here we focus on the commutators[adram , adsan ]. As before,f (k) denotes(
d
dx

)k
(f) for anyf ∈ R. Our starting point is a fact about the terms(rπhh

ℓ)(k)

for r ∈ R.

Lemma 4.23. Fix ℓ ≥ 0 and letr ∈ R. If k ≥ 2, then

(4.24) (rπhh
ℓ)(k) ∈ Rhℓ+2−k + Rhℓ+1−kh′.

Proof. Consider first the casek = 2. Then
(4.25)
(rπhh

ℓ)(2) = (rπh)
′′hℓ+2ℓ(rπh)

′hℓ−1h′+ ℓ(ℓ− 1)rπhh
ℓ−2(h′)2 + ℓrπhh

ℓ−1h′′.

Sinceh dividesπhh′, it follows that ℓ(ℓ − 1)rπhh
ℓ−2(h′)2 ∈ Rhℓ−1h′. We may

supposeπhh′ = dh for d ∈ R and then take the derivative of both sides to
get πhh′′ = d′h + dh′ − π′hh

′. From that we deduceℓrπhhℓ−1h′′ belongs to
Rhℓ + Rhℓ−1h′, which is the right-hand side of (4.24) whenk = 2. The first two
summands of (4.25) also clearly belong to the right-hand side of (4.24), so the
result holds whenk = 2.
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The inductive step follows from the fact that forr, s ∈ R

(rhℓ+2−k)′ ∈ Rhℓ+2−(k+1) and

(shℓ+1−kh′)′ ∈ Rhℓ+2−(k+1) + Rhℓ+1−(k+1)h′. �

The proof of the next lemma will use the fact that[R,R] = 0 and the relation
[ym, f ] =

∑m
k=1

(
m
k

)
f (k)ym−k in A1 from Lemma 2.8.

Lemma 4.26. Letr, s ∈ R, and letm,n ≥ 1. In the Lie algebraHH1(Ah),

[adram , adsan ] = ad[ram,san] = adqam+n−1 , where q = mrδ0(s)− nsδ0(r).

Proof. We first compute[ram, san] in NA1(Ah) and then argue that certain ele-
ments are 0 in the factor Lie algebraNA1(Ah)/Ah. For allr, s ∈ R,

[ram, san] = rπhh
m−1[ym, sπhh

n−1]yn − sπhh
n−1[yn, rπhh

m−1]ym

= rπhh
m−1

m∑

k=1

(
m

k

)
(sπhh

n−1)(k)ym+n−k

− sπhh
n−1

n∑

k=1

(
n

k

)
(rπhh

m−1)(k)ym+n−k.

Fork ≥ 2, Lemma 4.23 implies that
(m
k

)
(sπhh

n−1)(k) = uhn−1+2−k+vhn−1+1−kh′

for someu, v ∈ R (which depend onk andm). Observe that

rπhh
m−1uhn+1−kym+n−k = ruπhh

m+n−kym+n−k ∈ Ah, and also

rπhh
m−1vhn−kh′ym+n−k = rvπhh

′hm+n−1−kym+n−k ∈ Ah

becauseπhh′ is divisible byh. Similar reasoning applies to the terms in the second
summation. It follows that the terms coming from the above sums can be nonzero
in NA1(Ah)/Ah only whenk = 1. Thus, moduloAh,

[ram, san] = mrπhh
m−1(sπhh

n−1)′ym+n−1 − nsπhh
n−1(rπhh

m−1)′ym+n−1

=
(
mrhm−1(sπhh

−1hn)′ − nshn−1(rπhh
−1hm)′

)
πhy

m+n−1

=
(
mrδ0(s)h

m+n−2 − nsδ0(r)h
m+n−2

)
πhy

m+n−1

= (mrδ0(s)− nsδ0(r)) am+n−1,

whereδ0 : R → R is as in (4.13). Hence, inHH1(Ah) we have[adram , adsan ] =
ad[ram,san] = adqam+n−1 , whereq = mrδ0(s)− nsδ0(r), as desired. �

4.7. Proof of Theorem 4.15.
Takeg ∈ R. By Proposition 4.20, we have the following products inHH1(A1):
[Dg, adran ] = adD̃g(ran)

= nadgran−1 if n ≥ 2, and[Dg, adra1 ] = −Dδ0(gr) =

adgra0 . By Lemma 4.14 (a) and Theorem 4.9,[Dg, adra0 ] = −[Dg,Dδ0(r)] = 0,
which shows that (a) holds forn = 0 as well. Sinceh

πh
an ∈ Ah for all n, the rest

of part (a) follows from applying the division algorithm.
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For m,n ≥ 1, part (b) is a consequence of Lemma 4.26. Given the skew-
symmetry of the formula in (b), it suffices to consider the casem = 0. By Lemma
4.14 (a) and Proposition 4.20, we have inHH1(Ah),

[adra0 , adsan ] = −[Dδ0(r), adsan ] = −n adδ0(r)san−1
= −adnsδ0(r)an−1

,

which implies (b). �

4.8. Properties of δ0.
We conclude this section with a few results on the mapδ0 that will be used in

the next two sections. Their statements require the element̺h in (2.15).

Lemma 4.27. AssumeF is arbitrary, and letδ0 : R → R, δ0(r) = δ(ra0), be as in
(4.13). For allr ∈ R, h

πh̺h
dividesδ0(r) if and only if h

πh̺h
dividesr.

Proof. Let ĥ = h
̺h

. Thenπĥ = πh and̺ĥ = 1. Let δ̂(r) = r′ĥ, and letâ0 =

πĥĥ
−1 = ̺ha0. Then h

πh̺h
= ĥ

π
ĥ

and

δ̂(râ0) = (râ0)
′ ĥ = (ra0)

′ ̺hĥ = (ra0)
′ h = δ(ra0).

Thus, it is no loss of generality to assume that̺h = 1.

For r ∈ R, δ
(
r h
πh
a0

)
= δ(r) = r′h is divisible byh, and therefore byhπh

,

and this establishes one of the implications. For the directimplication, letu be a
prime divisor ofh, and writeh = uαv, whereα ≥ 1 andgcd(u, v) = 1. Since
̺h = 1, we may also assume thatα < p whenchar(F) = p > 0. It follows that
πh = uπv. Write r = uks, wherek ≥ 0 andgcd(u, s) = 1. We will show that if
uα−1 dividesδ(ra0), thenuα−1 dividesr. Sinceu is an arbitrary prime divisor of
h, it will follow from this that h

πh
dividesr, provided it dividesδ(ra0).

With this notation, we have

δ0(r) = δ(ra0) =
(
rπhh

−1
)′
h =

(
uk+1−αsπvv

−1
)′
uαv

= (k + 1− α)uku′sπv + uk+1v
(
sπvv

−1
)′
.

Assumeuα−1 dividesδ0(r). It is enough to argue thatk ≥ α−1. Supposing the
contrary, we havek < α − 1, sok + 1 ≤ α − 1, which implies thatuk+1 divides
δ0(r). Now v

(
sπvv

−1
)′

∈ R, sou divides(k + 1 − α)u′sπv. Note thatu′ 6= 0,
because we are assuming̺h = 1. As u′, s, andv are coprime tou, this implies
k = α − 1 whenchar(F) = 0, which is a contradiction. Whenchar(F) = p > 0,
thenk ≡ α − 1mod p, but since1 ≤ α < p, we again have the contradiction
k = α− 1. Thus, indeedk ≥ α− 1. �

Lemma 4.28. AssumeF is arbitrary. Then the following hold.

(a) kerδ0 = (R ∩ Z(Ah))
h

πh̺h
.

(b) dim
{
δ0(r)

∣∣ r ∈ R, deg r < deg h
πh̺h

}
= deg h

πh̺h
.

(c) Whenchar(F) = 0, thenkerδ0 = F h
πh

and

dim
{
δ0(r)

∣∣ r ∈ R, deg r < deg h
πh

}
= deg h

πh
.
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(d) For s ∈ R,
(
s
h

)′
= 0 if and only ifs ∈ (R ∩ Z(Ah))

h
̺h

.

Proof. (a) Letc ∈ R ∩ Z(Ah) and note that

δ0

(
c
h

πh̺h

)
=

(
c
h

πh̺h
πhh

−1

)′

h = (c̺−1
h )′h = 0.

Therefore,(R ∩ Z(Ah))
h

πh̺h
⊆ kerδ0.

For the other containment, suppose thatδ0(r) = 0. Then Lemma 4.27 implies
that we may writer = r̃ h

πh̺h
for r̃ ∈ R. Then applying Lemma 4.14 (b) we have

0 = δ0

(
r̃

h

πh̺h

)
= r̃δ0

(
h

πh̺h

)
+ r̃′

h

πh̺h
πh = r̃′

h

πh̺h
πh,

which forces̃r′ = 0, and thusr = r̃ h
πh̺h

∈ (R ∩ Z(Ah))
h

πh̺h
.

For (b), everyr ∈ kerδ0 = (R ∩ Z(Ah))
h

πh̺h
is divisible by h

πh̺h
, sor must be

0 or have degree greater than or equal to the degree ofh
πh̺h

. Thus, the linear map

(4.29)
{
r ∈ R

∣∣ deg r < deg h
πh̺h

}
−→

{
δ0(r)

∣∣ deg r < deg h
πh̺h

}

is an isomorphism. Part (c) is immediate from (b) and the factthatZ(Ah) = F1
and̺h = 1 whenchar(F) = 0.

For (d), it is clear that
(
s
h

)′
= 0 if s ∈ (R ∩ Z(Ah))

h
̺h

. For the other direction,

suppose that
(
s
h

)′
= 0. Thens′h = sh′, soh dividessh′ and it follows thatπh

dividess. Moreover,

δ0

(
s

πh

)
= h

( s
h

)′
= 0,

and this implies thatsπh
∈ kerδ0 = (R ∩ Z(Ah))

h
πh̺h

, thus establishing the claim

thats ∈ (R ∩ Z(Ah))
h
̺h

. �

5. DerF(Ah) WHEN char(F) = 0

The one-variableWitt algebra(also known as the centerless Virasoro algebra) is
the derivation algebraW = DerF(F[t]) = spanF{wn = tn+1 d

dt | n ≥ −1}, where
[wm, wn] = (n −m)wm+n for m,n ≥ −1, (w−2 = 0). WhenF is the complex
field, W is the Lie algebra of vector fields on the unit circle, so it hasplayed an
important role in many areas of mathematics and physics. Ouraim in this section
is to show the following result aboutHH1(Ah) = DerF(Ah)/InderF(Ah) for fields
of characteristic 0, which we prove in Section 5.5.

Theorem 5.1. Let char(F) = 0, and assumeh 6= 0 and an = πhh
n−1 for all

n ≥ 0. ThenHH1(Ah) = Z(HH1(Ah))⊕ [HH1(Ah),HH
1(Ah)];

(5.2) N = spanF{adran | r ∈ Rπ(h/πh), n ≥ 0}

is the unique maximal nilpotent ideal of[HH1(Ah),HH
1(Ah)]; and

HH1(Ah)/N = Z(HH1(Ah))⊕ [HH1(Ah),HH
1(Ah)]/N, where
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(i) Z(HH1(Ah)) ∼=
{
Dr h

πh

∣∣ deg r < deg πh
}
.

(ii) [HH1(Ah),HH
1(Ah)]/N ∼=

(
(R/Rπ(h/πh)) ⊗ W

)
, andW = spanF{wi |

i ≥ −1} is the Witt algebra.
(iii)

(
R/Rπ(h/πh)

)
⊗W ∼=

(
(R/Ru1)⊗W

)
⊕ · · · ⊕

(
(R/Ruk)⊗W

)
, a direct

sum of simple Lie algebras, whereu1, . . . , uk are the monic prime factors
of h with multiplicity> 1, and each summand is a field extension ofW.

We start by describing the decompositionDerF(Ah) = DR + E in Theorem
4.9 more explicitly and prove Theorem 5.1 in a series of results. We conclude the
section by interpreting Theorem 5.1 in some cases of specialinterest.

Theorem 5.3. Assumechar(F) = 0, and regardAh ⊆ A1. ThenDerF(Ah) =
D⊕ E whereD = {Dg | g ∈ R, deg g < deg h} andE = {ada | a ∈ NA1(Ah)}.

Proof. We know from Theorem 4.9 thatDerF(Ah) = DR + E, whereDR = {Dg |
g ∈ R} andE = {F ∈ DerF(A1) | F (Ah) ⊆ Ah}. Since every derivation ofA1

is inner (see Proposition 3.1),E = {ada | a ∈ NA1(Ah)}. AssumeDf ∈ DR and
write f = qh + g, wheredeg g < deg h. Whenchar(F) = 0, there existsr ∈ R

so thatr′ = −q. Then(Df − adr)(x) = 0, and(Df − adr)(ŷ) = f + [ŷ, r] =
f + r′h = f − qh = g. ThereforeDf − adr = Dg andDerF(Ah) = D+E, where
E = {ada | a ∈ NA1(Ah)} andD = {Dg | g ∈ R, deg g < deg h}.

Suppose now thatD ∈ D ∩ E. ThenD(R) = 0 andD(ŷ) = g for someg ∈ R

with deg g < deg h sinceD ∈ D. But thenD(y)h = D(ŷ) = g ∈ R ⊂ Ah. This
impliesD(y) ∈ R, and sincedeg g < deg h, it must be thatg = 0, and hence
D = 0. �

Example 5.4. Whenchar(F) = 0 and there are no repeated prime factors inh,
we have h

πh
∈ F∗. In this situation,NA1(Ah) = Ah (compare Remark 2.20). Then

E = InderF(Ah), andHH1(Ah) ∼= D = {Dg | g ∈ R, deg g < deg h} is an
abelian Lie algebra of dimensiondeg h.

In light of this result, it is tempting to think that the subalgebraE might be
an ideal ofDerF(Ah). However, that is not true in general as the next example
illustrates.

Example 5.5. Let char(F) = 0 and h = xm for m ≥ 2. Thenπh = x, and
according to Proposition 4.20 (b),[D1, ada1 ] = ada0 = −Dδ(a0), whereδ(a0) =(
πhh

−1
)′
h = 1−m. Thus,[D1, ada1 ] = (m− 1)D1 /∈ E.

Lemma 5.6. Let char(F) = 0 and h 6= 0 be arbitrary. Assumeg ∈ R with
deg g < deg h, andrn ∈ R with deg rn < deg h

πh
for all n ≥ 0.

(i) If Dg +
∑

n≥1 adrnan ∈ InderF(Ah), theng = 0 = rn for all n ≥ 1.
(ii) If

∑
n≥0 adrnan ∈ InderF(Ah), thenrn = 0 for all n ≥ 0.

Proof. (i) Write Dg +
∑

n≥1 adrnan = ada for somea ∈ Ah. Then

Dg = ada −
∑

n≥1

adrnan ∈ D ∩ E = 0,
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by Theorem 5.3. It follows thatg = 0 andadb = 0, whereb = a −
∑

n≥1 rnan.
Thus, b ∈ A1 centralizesAh. By Lemma 2.5,b ∈ R ⊂ Ah, so in factb ∈ F,
as it commutes witĥy. In particular, we have

∑
n≥1 rnan ∈ Ah. Sincean =

πhh
n−1yn, we conclude from part (c) of Lemma 2.1 thath dividesrnπh for all

n ≥ 1; that is,rn ∈ R h
πh

for all n ≥ 1. But sincedeg rn < deg h
πh

, it must be that
rn = 0 for all n ≥ 1.

(ii) Assume
∑

n≥0 adrnan ∈ InderF(Ah). By Proposition 4.14 (a),adr0a0 =

−Dδ0(r0). As deg r0 < deg h
πh

, we have thatdeg δ0(r0) < deg h. Therefore, by
(i) we know thatrn = 0 for all n ≥ 1, andδ0(r0) = 0. This impliesr0 ∈ kerδ0 =
(R ∩ Z(Ah))

h
πh

= F h
πh

by Lemma 4.28. But thendeg r0 < deg h
πh

forcesr0 = 0
to hold. �

5.1. The structure of E.

Recall from Theorem 5.3 thatE = {ada | a ∈ NA1(Ah)} when char(F) =
0. The next theorem, a key result in our paper, clarifies the relationship between
E and InderF(Ah) and provides more detailed information aboutDerF(Ah) and
HH1(Ah) = DerF(Ah)/InderF(Ah).

Theorem 5.7. Assumechar(F) = 0. Then as vector spaces overF,

(i) E = spanF{adran | r ∈ R, deg r < deg h
πh
, n ≥ 1} ⊕ InderF(Ah).

(ii) DerF(Ah) = D ⊕ spanF{adran | r ∈ R, deg r < deg h
πh
, n ≥ 1} ⊕

InderF(Ah), whereD = {Dg | g ∈ R, deg g < deg h}.

(iii) HH1(Ah) ∼= D⊕ spanF{adran | r ∈ R, deg r < deg h
πh
, n ≥ 1}.

Remark 5.8. In the statement of Theorem 5.7 (iii) and in what follows, we iden-
tify the derivationsDg ( deg g < deg h) and the derivationsadran ( deg r <

deg h
πh
, n ≥ 1) with their image inHH1(Ah) = DerF(Ah)/InderF(Ah) and use

the same notation for both.

Proof of Theorem 5.7. Clearly InderF(Ah) ⊆ E = {ada | a ∈ NA1(Ah)}. More-
over, the sumspanF{adran | r ∈ R, deg r < deg h

πh
, n ≥ 1} + InderF(Ah) is

direct by Lemma 5.6 (ii).
To showE equals this direct sum, assumeb ∈ NA1(Ah). By Theorem 2.17(a)(i),

we may supposeb = r0 +
∑

n≥1 rnan, wherern ∈ R for all n. Forn ≥ 1, write

rn = qn
h
πh

+ r̃n, with qn, r̃n ∈ R and deg r̃n < deg h
πh

. Then,

b = r0 +
∑

n≥1

qn
h
πh
an +

∑

n≥1

r̃nan.

Since h
πh
an = hnyn ∈ Ah for all n ≥ 1, we havea = r0 +

∑
n≥1 qn

h
πh
an ∈ Ah.

Thus,adb =
∑

n≥1 adr̃nan + ada is an element ofspanF{adran | r ∈ R, deg r <

deg h
πh
, n ≥ 1} ⊕ InderF(Ah). Combining that with Theorem 5.3 gives (ii), and

hence (iii). �
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5.2. The commutator ideal [HH1(Ah),HH
1(Ah)].

Proposition 5.9. Assumechar(F) = 0. Then

(5.10) [HH1(Ah),HH
1(Ah)] = spanF{adran | r ∈ R, deg r < deg h

πh
, n ≥ 0}.

Moreover,HH1(Ah)/[HH
1(Ah),HH

1(Ah)] is an abelian Lie algebra of dimension
deg πh.

Proof. Assumer ∈ R, deg r < deg h
πh

, andn ≥ 0. Then by Lemma 4.15 (a),

adran = 1
n+1 [D1, adran+1 ]

in HH1(Ah), which proves the right side of (5.10) is contained in the left. The
reverse containment follows from Theorem 5.7 (iii), Lemma 4.15, and the fact that
D is abelian (Theorem 4.9).

Consider the linear map

(5.11) ρ : {g ∈ R | deg g < deg h} −→ HH1(Ah)/[HH
1(Ah),HH

1(Ah)],

with ρ(g) = Dg + [HH1(Ah),HH
1(Ah)]. By Theorem 5.7 (iii) and (5.10),ρ is

surjective.
Now supposeg ∈ R with deg g < deg h, andρ(g) = 0. Then there existrn ∈ R

with deg rn < deg h
πh

, so thatDg =
∑

n≥0 adrnan = adr0a0 +
∑

n≥1 adrnan .
Hence, by Lemma 4.14 (a),Dg+δ0(r0) −

∑
n≥1 adrnan = 0. Thus,g = −δ0(r0)

by Lemma 5.6 (i). Conversely, ifg = −δ0(r0) for somer0 ∈ R with deg r0 <
deg h

πh
, thenρ(g) = 0. Therefore,

(5.12) kerρ =
{
δ0(q) | deg q < deg h

πh

}
,

and dim kerρ = deg h
πh

, by Lemma 4.28 (c). Consequently,

dim
(
HH1(Ah)/[HH

1(Ah),HH
1(Ah)]

)
= deg h− deg h

πh
= deg πh. �

5.3. The center ofHH1(Ah).

Theorem 5.13.Assumechar(F) = 0. Then

(5.14) HH1(Ah) = Z(HH1(Ah))⊕ [HH1(Ah),HH
1(Ah)], where

(5.15)

Z(HH1(Ah)) =

{
Dr h

πh

∣∣∣∣ deg r < deg πh

}
anddimZ

(
HH1(Ah)

)
= deg πh.

Proof. Let z ∈ Z(HH1(Ah)). By Theorem 5.7 (iii), we may writez = Dg +∑ℓ
n=1 adrnan , with g, rn ∈ R, deg g < deg h and deg rn < deg h

πh
for all n.

Then by Lemma 4.15 (a),0 = [D1, z] =
∑ℓ

n=1 n adrnan−1 . By Lemma 5.6 (ii),
rn = 0 for all 1 ≤ n ≤ ℓ andz = Dg. But then0 = [Dg, ada1 ] = adga0 , so h

πh

dividesg. This proves one direction of the inclusion in (5.15).
Conversely, for allg, r, s ∈ R andn ≥ 1, we have inHH1(Ah),
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[
Dr h

πh

, adsan

]
= nad h

πh
rsan−1

= 0 =

[
Dr h

πh

,Dg

]
,

showing thatDr h
πh

∈ Z(HH1(Ah)) and implying that (5.15) holds.

To verify the sum in (5.14) is direct, suppose

z ∈ Z(HH1(Ah)) ∩ [HH1(Ah),HH
1(Ah)].

By (5.15), there is ag ∈ R h
πh

with deg g < deg h such thatz = Dg. But theng ∈

kerρ, whereρ is as in (5.11), and henceg = δ0(q) for someq with deg q < deg h
πh

by (5.12). Hence,hπh
dividesδ0(q). But whenchar(F) = 0, Lemma 4.27 implies

that h
πh

dividesq. Sincedeg q < deg h
πh

, it follows thatq = 0, so thatz = 0.
We know now that the map

ι : Z(HH1(Ah)) → HH1(Ah)/[HH
1(Ah),HH

1(Ah)],

given by restriction of the canonical epimorphism is injective. By Proposition 5.9
and (5.15), both algebras have dimensiondeg πh, so ι is in fact an isomorphism.
In particular,

HH1(Ah) = Z(HH1(Ah)) + [HH1(Ah),HH
1(Ah)],

which finishes the proof. �

5.4. The structure of [HH1(Ah),HH
1(Ah)].

Let char(F) = 0, and assume as beforeh = λuα1
1 · · · uαt

t , πh = u1 · · · ut,
where theui are the distinct monic prime factors ofh andλ ∈ F∗. Let

(5.16) ς = δ0(1) = π′h −
πhh

′

h
=

t∑

i=1

(1− αi)u1 · · · ûi · · · utu
′
i.

Observe thathπh
= λ

∏

i, αi≥2

u
αi−1
i , so thatπ(h/πh) =

∏
i, αi≥2 ui is the product of

the distinct prime factors ofh having multiplicity> 1, andgcd(ς, π(h/πh)) = 1.
Recall from Proposition 5.9 that

[HH1(Ah),HH
1(Ah)] = spanF{adran | r ∈ R, deg r < deg h

πh
, n ≥ 0},

wherean = πhh
n−1yn for all n ≥ 0, andan ∈ NA1(Ah) for all n ≥ 1. For

m,n ≥ 0 andr, s ∈ R, by Lemma 4.15 (b) we have[adram , adsan ] = adqam+n−1 =

addam+n−1 inHH1(Ah), whereq = mrδ0(s)−nsδ0(r) andd is the remainder when
q is divided by h

πh
in R.

Using (5.14) and the fact thatδ0(r) = rδ0(1) + r′πh andπh is divisible by
π(h/πh), we have that

N = spanF{adran | r ∈ Rπ(h/πh), n ≥ 0}

is an ideal ofHH1(Ah) contained in[HH1(Ah),HH
1(Ah)]. Our immediate goal is

to demonstrate several important properties of the idealN and to understand the
Lie algebra

L = [HH1(Ah),HH
1(Ah)]/N.
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Forg ∈ R andm ≥ −1, set

(5.17) eg,m = −adgam+1 +N.

Then forr ∈ R, we have

(5.18) g = r modRπ(h/πh) =⇒ eg,m = er,m.

Theorem 4.15 (b) shows that the elementsadram have a multiplication very sim-
ilar to that ofR⊗W, whereW is the Witt algebra. This motivates the next result.

Lemma 5.19. Assumechar(F) = 0, and letW = spanF{wn | n ≥ −1} be the
Witt algebra so that[wm, wn] = (n−m)wm+n for m,n ≥ −1 (w−2 = 0). Then
L = [HH1(Ah),HH

1(Ah)]/N ∼=
(
R/Rπ(h/πh)

)
⊗W, andL is simple ifπ(h/πh) is

a prime polynomial.

Proof. In proving this lemma, we will user to denote both an element ofR and the
coset it determines inR/Rπ(h/πh), which is permissible to do by (5.18).

The elementsexj ,m, with 0 ≤ j < deg π(h/πh) andm ≥ −1, generateL
by (5.18). To show they form a basis ofL, suppose

∑
j,m γj,mexj ,m = 0, for

scalarsγj,m, 0 ≤ j < deg π(h/πh) andm ≥ −1. Let rm =
∑

j γj,mx
j. Thus,∑

m≥−1 adrmam+1 ∈ N, which by Lemma 5.6 (ii) implies thatrm ∈ Rπ(h/πh) for

all m ≥ −1, since by construction,deg rm < deg π(h/πh) ≤ deg h
πh

. Hence, it
must be thatrm = 0 andγj,m = 0, for all 0 ≤ j < deg π(h/πh) andm ≥ −1.

Assumeυ ∈ R satisfiesυς = 1 modRπ(h/πh), and consider the linear map

(R/Rπ(h/πh))⊗W → L, r ⊗ wm 7→ erυ,m.

Now

[r ⊗ wm, s⊗ wn] = (n−m)(rs⊗ wm+n) 7→ (n−m)ersυ,m+n.

However, inL we have by Lemma 4.15 (b) (asπ(h/πh) dividesπh) that

[erυ,m, esυ,n] = (m− n)adrsυ2ςam+n+1
+N

= (m− n)adrsυam+n+1 +N = (n−m)ersυ,m+n.

Thus, this map is a Lie homomorphism with inverse map given byer,m 7→ rς⊗wm

for r ∈ R, deg r < deg π(h/πh), so thatL ∼=
(
R/Rπ(h/πh)

)
⊗W.

Suppose now thatπ(h/πh) is a prime polynomial. We argue thatK⊗W is simple,
whereK denotes the fieldR/Rπ(h/πh). LetΩ denote a nonzero ideal ofK⊗W, and

let 0 6= ω =
∑ℓ

n=−1 ξn ⊗ wn ∈ Ω, whereω is chosen so thatℓ ≥ −1 is minimal.
Then

0 6= [1⊗ w−1, ω] =
ℓ∑

n=0

[1⊗ w−1, ξn ⊗ wn] =
ℓ∑

n=0

(n+ 1)ξn ⊗ wn−1 ∈ Ω.

This contradicts the minimality ofℓ, unlessℓ = −1. Hence, we may suppose
0 6= ξ ⊗ w−1 ∈ Ω for some0 6= ξ ∈ K. From this it follows thatΩ contains

[ξ ⊗ w−1, κ⊗ wm+1] = (m+ 2)ξκ⊗ wm

for everyκ ∈ K andm ≥ −1, and consequentlyK⊗W ⊆ Ω. �
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Assume there arek ≥ 0 distinct monic prime factors ofh with multiplicity > 1.
If k = 0, then h

πh
∈ F∗ andπ(h/πh) = 1. In this case,R/Rπ(h/πh) = 0 and

L = [HH1(Ah),HH
1(Ah)]/N = 0. If k ≥ 1, then after possibly renumbering

the factors, we may suppose thatu1, . . . uk are the distinct monic primes occurring
with multiplicity > 1 in h. In other words,π(h/πh) = u1 · · · uk. Then

(5.20) R/Rπ(h/πh) = R/Ru1 · · · uk ∼= R/Ru1 ⊕ · · · ⊕ R/Ruk,

so it follows that

(5.21)
(
R/Rπ(h/πh)

)
⊗W ∼= ((R/Ru1)⊗W)⊕ · · · ⊕ ((R/Ruk)⊗W) .

By Lemma 5.19, each of the summands(R/Rui)⊗W corresponds to a simple ideal
of L, soL is semisimple in this case.

Corollary 5.22. Assumechar(F) = 0 andh = λuα1
1 · · · uαt

t , whereλ ∈ F∗, theui
are the distinct monic prime factors ofh, and fork ≥ 0, u1, . . . , uk are the ones
which occur with multiplicity> 1. (Whenk = 0, no factor has multiplicity> 1.)
LetN = spanF{adran | r ∈ Rπ(h/πh), n ≥ 0} ⊆ [HH1(Ah),HH

1(Ah)]. Then the
following hold:

(i) N is the unique maximal nilpotent ideal of[HH1(Ah),HH
1(Ah)] and the

quotient[HH1(Ah),HH
1(Ah)]/N is the direct sum ofk simple Lie algebras

(5.23) [HH1(Ah),HH
1(Ah)]/N ∼= ((R/Ru1)⊗W)⊕ · · · ⊕ ((R/Ruk)⊗W) ,

whereW is the Witt algebra.
(ii) If αi ≤ 2 for all 1 ≤ i ≤ t, thenN = 0.

(a) If αi = 1 for all i, then[HH1(Ah),HH
1(Ah)] = 0.

(b) If someαi = 2, then[HH1(Ah),HH
1(Ah)] is the direct sum of simple

Lie algebras (compare(5.23)).
(iii) If there is i such thatαi ≥ 3, thenN 6= 0, and [HH1(Ah),HH

1(Ah)] is
neither nilpotent nor semisimple.

Proof. By Lemma 5.19 and the above,L = [HH1(Ah),HH
1(Ah)]/N is a direct

sum ofk ≥ 0 simple Lie algebras of the form
(
R/Rui

)
⊗W, wherei ≤ k andW

is the Witt algebra.
To show thatN is nilpotent, letNj ⊆ N for j ≥ 1 be defined by

(5.24) Nj = spanF{adran | r ∈ R
(
π(h/πh)

)j
, n ≥ 0}.

Then it is easy to see, using Lemma 4.15 and the fact thatπ(h/πh) divides πh,
thatNj is an ideal of[HH1(Ah),HH

1(Ah)] and [N,Nj ] ⊆ Nj+1. As h
πh

divides
(π(h/πh))

n for somen, it follows thatNn = 0 andN is nilpotent.
For any nilpotent idealJ of [HH1(Ah),HH

1(Ah)], (J + N)/N is a nilpotent
ideal ofL. SinceL is either0 or a direct sum of simple ideals, it has no nonzero
nilpotent ideals. Hence,J ⊆ N, which proves the claim thatN is the unique
maximal nilpotent ideal of[HH1(Ah),HH

1(Ah)].
If all prime factors ofh have multiplicity at most2, thenπ(h/πh) = h

λπh
and

N = 0. Thus, [HH1(Ah),HH
1(Ah)] = L and part (ii) follows. If there is a

prime factor ofh with multiplicity greater than2, then h
πh

does not divideπ(h/πh),
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so N 6= 0. In particular, [HH1(Ah),HH
1(Ah)] is not semisimple, as it has a

nonzero nilpotent ideal. However, if[HH1(Ah),HH
1(Ah)] were nilpotent, then

N = [HH1(Ah),HH
1(Ah)] and thusπ(h/πh) = 1, so h

πh
∈ F∗, which contradicts

our hypothesis. Therefore,[HH1(Ah),HH
1(Ah)] is not nilpotent either. �

We now have all the pieces to assemble the proof of Theorem 5.1.

5.5. Proof of Theorem 5.1.
By Theorem 5.13,HH1(Ah) = Z(HH1(Ah))⊕ [HH1(Ah),HH

1(Ah)] if char(F) =
0, whereZ(HH1(Ah)) =

{
Dr h

πh

∣∣ deg r < deg πh
}

and dimZ
(
HH1(Ah)

)
=

deg πh. Then Corollary 5.22 tells us thatN = spanF{adran | r ∈ Rπ(h/πh), n ≥

0} is the unique maximal nilpotent ideal of[HH1(Ah),HH
1(Ah)] and

[HH1(Ah),HH
1(Ah)]/N ∼= ((R/Ru1)⊗W)⊕· · ·⊕ ((R/Ruk)⊗W), a direct sum

of simple Lie algebras, whereW is the Witt algebra;u1, . . . , uk are the monic prime
factors ofh with multiplicity > 1; and each summand is a field extension ofW.
This establishes all the assertions in Theorem 5.1 and concludes the proof. �

Corollary 5.25. Assumechar(F) = 0. Then

(a) Z(HH1(Ah))⊕N is the unique maximal nilpotent ideal ofHH1(Ah).
(b) HH1(Ah) is a nilpotent Lie algebra if and only ifhπh

∈ F∗.

(c) [Example 5.4 revisited]If h
πh

∈ F∗, then π(h/πh) = 1, which implies

[HH1(Ah),HH
1(Ah)] = 0 = N and

HH1(Ah) ∼= {Dg | deg g < deg πh = deg h},

an abelian Lie algebra of dimensiondeg h.

It is a consequence of Theorem 5.1 thatHH1(Ah) modulo its unique maximal
nilpotent idealZ(HH1(Ah))⊕N is either 0 or a direct sum of ideals that are simple
Lie algebras of the formRf ⊗ W, wheref ∈ R = F[x], Rf = R/Rf , andW is
the Witt algebra. Proposition 5.28 below gives a criterion for two such algebrasRf

andRg to be isomorphic.
Recall that thecentroidof anF-algebraA is

(5.26) CtdF(A) = {χ ∈ EndF(A) | aχ(b) = χ(ab) = χ(a)b for all a, b ∈ A}.

If two algebrasA1 andA2 are isomorphic via an isomorphismη, thenCtdF(A1) is
isomorphic toCtdF(A2) via the isomorphismχ 7→ ηχη−1.

Now it follows from [BN, Cor. 2.23] that ifA andB are algebras over a field
F, B is perfect and finitely generated as a module over its algebraof multiplication
operators, andA is unital, then

(5.27) CtdF(A⊗B) ∼= CtdF(A)⊗ CtdF(B).

(The roles ofA andB are reversed here from what is in [BN] to make this com-
patible with our expressions.) We will apply this result to compute the centroid
of the Lie algebraRf ⊗W, which we can do sinceW is perfect and generated by
w−1, w2, and then use this to show
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Proposition 5.28.Rf ⊗W ∼= Rg ⊗W if and only ifRf = R/Rf andRg = R/Rg
are isomorphic.

Proof. If χ ∈ CtdF(W), thennχ(wn) = χ([w0, wn]) = [w0, χ(wn)], which im-
plies thatχ(wn) lives in the eigenspaceFwn of adw0 corresponding ton. Thus,
χ(wn) = λnwn for someλn ∈ F. But then the above calculation says:nλnwn =
χ([w0, wn]) = [χ(w0), wn] = nλ0wn, which forcesλn = λ0 for all n. Hence,
χ = λ0 idW andCtdF(W) = FidW. (Compare [BN, Ex. 2.25].)

Any χ ∈ CtdF(Rf ) satisfiesχ(r) = χ(1)r for all r. Thus, if sχ = χ(1), we
haveχ(r) = sχr, and the mapχ 7→ sχ shows thatCtdF(Rf ) ∼= Rf .

Now if Rf ⊗W ∼= Rg ⊗W, then their centroids are isomorphic. Hence,

CtdF(Rf ⊗W) ∼= CtdF(Rg ⊗W) ⇐⇒

CtdF(Rf )⊗ CtdF(W) ∼= CtdF(Rg)⊗ CtdF(W) ⇐⇒

Rf ⊗ FidW ∼= Rg ⊗ FidW ⇐⇒ Rf
∼= Rg.

Conversely, ifψ : Rf → Rg is an isomorphism, thenψ⊗ idW : Rf ⊗W → Rg⊗W

is an isomorphism, with inverseψ−1 ⊗ idW. �

5.6. Special cases.

In this concluding subsection, we summarize the derivationresults for the well-
known examplesA1 (Weyl algebra),Ax (universal enveloping algebra of the two-
dimensional non-abelian Lie algebra), andAx2 (Jordan plane). As mentioned ear-
lier, the result for the Weyl algebra goes back to Sridaran [Sr] and can be found
in [D2, Sec. 4.6] (see also Proposition 3.1 above). In Theorem 4.6 (char(F) = 0),
Theorem 4.10 (char(F) = p > 2), and Theorem 4.16 (char(F) = 2) of [S1],
Shirikov has computed the derivations of the Jordan planeAx2. The results forAx2

in [S1] (see also [S3]) are stated in a different form from what is given in Theorem
5.29 below and in the next section for prime characteristics. The assertions about
HH1(Ah) in the next theorem follow from Section 5.4.

Theorem 5.29.Assumechar(F) = 0, and forg ∈ R, letDg denote the derivation
ofAh withDg(x) = 0 andDg(ŷ) = g. Then

(i) For A1, DerF(A1) = InderF(A1), soHH1(A1) = 0.
(ii) For Ax, DerF(Ax) = FD1⊕ InderF(Ax), soHH1(Ax) is a one-dimensional

Lie algebra with basis{D1}.
(iii) For Axm withm ≥ 2, πh = x, and

HH1(Axm)/N = Z(HH1(Axm))⊕ [HH1(Axm),HH1(Axm)]/N

= FDxm−1 ⊕ [HH1(Axm),HH1(Axm)]/N
∼= FDxm−1 ⊕W

whereW = spanF{wi | i ≥ −1} is the Witt algebra. The idealN is
nilpotent of index≤ m− 1. In particular,N = 0 whenm = 2.
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6. DerF(Ah) WHEN char(F) = p > 0

Throughout we assume that the fieldF has characteristicp > 0, h 6= 0, and̺h
is as in Definition 2.14. Our main results in this section are Theorem 6.21 and
Corollary 6.23, which give direct sum decompositions forDerF(Ah) as a module
over the centerZ(Ah) of Ah, and Theorem 6.29, which gives necessary and suffi-
cient conditions forHH1(Ah) to be a freeZ(Ah)-module. In the final subsection,
we determine the Lie brackets inDerF(Ah).

6.1. The derivationsDg and the decomposition.
From Theorem 4.9, we know that for everyD ∈ DerF(Ah) there existE ∈ E =

{F ∈ DerF(A1) | F (Ah) ⊆ Ah} andg ∈ R so thatD = Dg + E, whereDg is
the derivation ofAh given byDg(x) = 0 andDg(ŷ) = g. The main problem is to
determine conditions forE ∈ DerF(A1) to restrict to a derivation ofAh. Theorem
3.8 tells us that every derivation ofA1 has the formwEx + zEy + ada where
w, z ∈ Z(A1), a ∈ A1 andEx, Ey are as in (3.2). However, it is not generally true
thatwEx andzEy restrict toAh for arbitrary elementsw, z of Z(A1) = F[xp, yp].

6.2. Derivations of the form wEx.

Lemma 6.1. Letchar(F) = p > 0, and assumeE = wEx+zEy+ada ∈ DerF(A1)
restricts to a derivation ofAh, wherew, z ∈ Z(A1) anda ∈ A1. Thenw ∈ Z(Ah).

Proof. Derivations map the center to itself, so by Theorem 2.4 and Lemma 3.6 we
know thatE(xp) = −w ∈ Z(A1) ∩ Ah = Z(Ah). �

We will provide necessary and sufficient conditions onw ∈ Z(Ah) for wEx to
restrict to a derivation ofAh, but this will require the next lemma.

Lemma 6.2. Let̺h be as in(2.15), and assumev ∈ R. Thenvhp−1 ∈ F[xp] if and
only if v′h = vh′ if and only ifv ∈ F[xp] h

̺h
.

Proof.

vhp−1 ∈ F[xp] ⇐⇒ (vhp−1)′ = 0 ⇐⇒ v′h = vh′ ⇐⇒
(
vh−1

)′
= 0

⇐⇒ v ∈ (R ∩ Z(Ah))
h

̺h
= F[xp]

h

̺h
by Lemma 4.28 (d). �

Proposition 6.3. Assumechar(F) = p > 0 and letw ∈ Z(Ah). The following are
equivalent.

(i) wEx restricts to a derivation ofAh;
(ii) w ∈ Z(Ah)

hp

̺h
;

(iii) wEx(x) ∈ Ah;
(iv) wEx ∈ Z(Ah)Ĕx, whereĔx = hp

̺h
Ex.

Proof. Sincew ∈ Z(Ah), we may assumew =
∑

i≡0mod p sih
iyi, wheresi ∈

F[xp] for all i. NowwEx(x) =
∑

i≡0mod p sih
iyi+p−1 ∈ Ah ⇐⇒ hp−1 divides

si for eachi ⇐⇒ for eachi, si = wi
h
̺h
hp−1 = wi

hp

̺h
∈ F[xp] for some

wi ∈ F[xp], by Lemma 6.2. Therefore, (ii) and (iii) are equivalent.
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The implication (i)=⇒ (iii) is clear. Now assumewEx(x) ∈ Ah. Then by
the equivalence of (ii) and (iii), we may suppose thatw = uhp

̺h
for someu ∈

Z(Ah). Now Lemma 3.6 (f) implies thatEx(ŷ) ∈ h
′yp +

∑p−1
i=0 Ryi, sowEx(ŷ) =

uhp

̺h
Ex(ŷ) ∈ uhp

̺h
h′yp +

∑p−1
i=0 Ruhp

̺h
yi, which belongs toAh since̺h dividesh′.

Thus, (ii) implies (i).
It is clear that (ii) and (iv) are equivalent, asEx 6= 0 andA1 is a domain. �

Theorem 6.4. Assumechar(F) = p > 0, and letE = wEx + zEy + ada ∈
DerF(A1) with w, z ∈ Z(A1) = F[xp, yp], anda ∈ A1. If E ∈ DerF(Ah), then
wEx ∈ DerF(Ah) andw ∈ Z(Ah)

hp

̺h
.

Proof. SinceE(x) ∈ Ah, we havewyp−1 + [a, x] ∈ Ah. Observe that

wyp−1 ∈
⊕

i≡−1mod p

Ryi and [a, x] ∈
⊕

i 6≡−1mod p

Ryi.

Thuswyp−1 ∈ Ah and[a, x] ∈ Ah. This implies thatwEx(x) = wyp−1 ∈ Ah, and
the result now follows from Lemma 6.1 and Proposition 6.3. �

6.3. Derivations of the form D = zEy + ada.

In view of Theorems 3.8, 4.9, and 6.4, we know that every derivation ofAh has
the formDg +uĔx+ zEy + ada, whereg ∈ R,Dg anduĔx are derivations ofAh,
u ∈ Z(Ah), z ∈ Z(A1), a ∈ A1, andĔx = hp

̺h
Ex. Moreover, everyDg +uĔx with

g ∈ R andu ∈ Z(Ah) gives a derivation ofAh. For that reason, we may assume
thatD = zEy + ada is a derivation ofA1 that restricts to a derivation ofAh.

Lemma 6.5. Let D = zEy + ada ∈ DerF(A1) for somez ∈ Z(A1) and a ∈
A1, and supposeD ∈ DerF(Ah). Thena = b + c, whereb ∈ NA1(Ah)6≡0 and
c ∈ CA1(x) = F[x, yp] as in Remark 2.20, and bothadb and zEy + adc are
derivations ofA1 that restrict to derivations ofAh. Moreover, ifa =

∑
i≥0 riy

i

andz =
∑

i≡0mod p ciy
i, whereri ∈ R andci ∈ F[xp] for all i, thenzEy + ada =

Df + z̃Ey + adc̃ + adb, wherez̃ =
∑

i≡0mod p,i>0 ciy
i, c̃ =

∑
i≡0mod p,i>0 riy

i

andf = c0hx
p−1 − δ(r0) ∈ R, andz̃Ey + adc̃ ∈ DerF(Ah).

Proof. Leta andz be as in the statement of the lemma. SincezEy(x) = 0, we have
D(x) ∈ Ah if and only if [a, x] ∈ Ah. As in (2.18),[a, x] ∈ Ah ⇐⇒ ri ∈ Rhi−1

for all i 6≡ 0mod p. Thus, we writeri = sih
i−1 for each suchi, wheresi ∈ R.

NowD(hy) = D(ŷ)−D(h′) ∈ Ah, and we reason as in (2.19) that

D(hy) ∈ Ah⇐⇒ zhxp−1 +
∑

i 6≡0mod p

sih
i−1h′yi −

∑

i≡0mod p

r′ihy
i ∈ Ah

⇐⇒
∑

i≡0mod p

(
cix

p−1 − r′i
)
hyi ∈ Ah and

∑

i 6≡0mod p

sih
i−1h′yi ∈ Ah(6.6)

⇐⇒ hi−1 | (cix
p−1 − r′i) for all i ≡ 0mod p, i > 0, and

h | sih
′ for all i 6≡ 0mod p.
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Hence, ifD ∈ DerF(Ah), thenh | sih′ for all i 6≡ 0mod p by (6.6), and we
know by Lemma 2.13 thatπh divides each suchsi. Then there existbi ∈ F[x]
so thatri = biπhh

i−1 for eachi 6≡ 0mod p, andb =
∑

i 6≡0mod p biπhh
i−1yi ∈

NA1(Ah)6≡0 by Theorem 2.17 (b). Thenadb andD belong toE = {F ∈ DerF(A1) |
F (Ah) ⊆ Ah}. Settingc = a − b =

∑
i≡0mod p riy

i ∈ CA1(x), we have that
zEy + adc = D − adb ∈ E. Thus bothadb andzEy + adc are derivations ofA1

that restrict to derivations ofAh.
From Ey(x) = 0 andEy(ŷ) = xp−1h (Lemma 3.6 (e)), we see thatEy =

Dxp−1h ∈ DR ⊆ DerF(Ah). Also, from Proposition 4.6 (ii), we haveadr =
−Dδ(r) ∈ DR for all r ∈ R. As a result, ifz, a, b, c are as above, thenzEy+ada =

Df + z̃Ey + adc̃ + adb, wherez̃ =
∑

i≡0mod p,i>0 ciy
i, c̃ =

∑
i≡0mod p,i>0 riy

i

andf = c0hx
p−1 − δ(r0) ∈ R, andz̃Ey + adc̃ ∈ DerF(Ah). �

6.4. The restriction map Res : DerF(Ah) → DerF(Z(Ah)).

Whenchar(F) = p > 0, Z(Ah) = F[xp, zh], wherezh = hpyp = ŷp − δp(x)
h ŷ.

The mapRes : DerF(Ah) → DerF(Z(Ah)) given by restricting a derivation to
Z(Ah) is a morphism of Lie algebras. In this section, we investigate this map and
describe its kernel and image. This will enable us to determineDerF(Ah) in the
next section. The derivationδp plays a significant role. Asδp sendsx to δp(x),
thenδp = δp(x) d

dx and

(6.7) δp(r) = δp(x)r′ for all r ∈ R.

Lemma 6.8. Let zh = hpyp ∈ Z(Ah), and writehp−1 =
∑p−1

i=0 hix
i with hi ∈

F[xp] for all i.

(a) For anyr ∈ R,Dr(zh) = δp−1(r)− δp(x)
h r =

(
rhp−1

)(p−1)
.

(b) δp(x) = −
(
hp−1

)(p−1)
h = hp−1h so thatδp = hp−1δ andD1(zh) =

−hp−1.

Proof. (a) For anyr ∈ R, we have

Dr(zh) = Dr(ŷ
p − δp(x)

h ŷ) =
∑p−1

n=0 ŷ
nrŷp−1−n − δp(x)

h r

=

p−1∑

n=0

n∑

j=0

(
n

j

)
δj(r)ŷp−1−j − δp(x)

h r

=

p−1∑

j=0

(
p−1∑

n=j

(
n

j

))
δj(r)ŷp−1−j − δp(x)

h r = δp−1(r)− δp(x)
h r.

The fact thatDr(zh) = (rhp−1)(p−1) comes from (c) of Corollary 4.17.

(b) Takingr = 1 in part (a) yields
(
hp−1

)(p−1)
= δp−1(1) − δp(x)

h = − δp(x)
h ,

and thusδp(x) = −
(
hp−1

)(p−1)
h. Since

(
xi
)(p−1)

= 0 for 0 ≤ i < p − 1 and
(
xp−1

)(p−1)
= −1, it follows that

(
hp−1

)(p−1)
=
(∑p−1

i=0 hix
i
)(p−1)

= −hp−1.

Hence,δp(x) = hp−1h, andδp = δp(x) d
dx = hp−1h

d
dx = hp−1δ by (6.7). �
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Proposition 6.9. The kernel of the restriction mapRes : DerF(Ah) → DerF(Z(Ah))
is

ker Res = DΘ + {ada | a ∈ NA1(Ah)},

whereDΘ = {Dr | r ∈ Θ} andΘ =
{
r ∈ R | δp−1(r) = δp(x)

h r
}

.

Proof. The right side is containedker Res by (a) of Lemma 6.8 and the fact that
Z(Ah) ⊆ Z(A1). For the other direction, suppose thatD ∈ ker Res. In view
of Lemma 6.5, we may supposeD = Dr + uĔx + z̃Ey + adb + adc̃ for some
r ∈ R, u ∈ Z(Ah), z̃ =

∑
i≡0mod p,i>0 ciy

i ∈ Z(A1) with ci ∈ F[xp], b ∈

NA1(Ah)6≡0, andc̃ ∈
∑

i≡0mod p,i>0 Ry
i. Sinceadb ∈ ker Res, we can assume that

E = Dr + uĔx + z̃Ey + adc̃ ∈ ker Res. Applying E to xp, we see thatu = 0.
Sinceadc̃(zh) = 0, we have

0 =
(
Dr + z̃Ey

)
(zh) = δp−1(r)− δp(x)

h r + z̃Ey(h
pyp)

= δp−1(r)− δp(x)
h r − z̃hp

= δp−1(r)− δp(x)
h r −

∑
i≡0mod p,i>0 cih

pyi.

From this we deduce that̃z = 0 andδp−1(r) = δp(x)
h r. Therefore,adc̃ = E−Dr ∈

DerF(Ah), r ∈ Θ, andD ∈ DΘ + {ada | a ∈ NA1(Ah)}. �

In light of Proposition 6.9, we would like to determine more information about
Θ.

Proposition 6.10. Lethp−1 =
∑p−1

i=0 hix
i, with hi ∈ F[xp] for all i, as in Lemma

6.8, and letRes : DerF(Ah) → DerF(Z(Ah)) be the restriction map.

(a) Let ϑ : R → F[xp] be theF[xp]-module map given byϑ(r) = Dr(zh).
Then

Θ = {r ∈ R | δp−1(r) = δp(x)
h r} = {r ∈ R | δp−1(r) = hp−1r}

= kerϑ = {r ∈ R | Dr ∈ ker Res }

= {r ∈ R | (rhp−1)(p−1) = 0}

=
{
r ∈ R | rhp−1 ∈ im d

dx

}
= {r ∈ R | rhp ∈ im δ}.

In particular, Θ containsim δ.
(b) Θ is a freeF[xp]-module of rankp − 1 and δp−1 6= 0. If δp = 0 then

F[xp] ⊆ Θ; if δp 6= 0 thenF[xp] ∩Θ = 0.
(c) imϑ = {Dr(zh) | r ∈ R} = F[xp]h, whereh is the greatest common

divisor inF[xp] of {hi | 0 ≤ i < p}. Hence,Res(DR) = F[xp]h d
dzh

.

(d) Let q̆i ∈ F[xp] be such thath =
∑p−1

i=0 q̆ihi, and set̆q = −
∑p−1

i=0 q̆ix
p−1−i.

ThenRes(Dq̆) = h d
dzh

andR = F[xp]q̆ ⊕ Θ.

(e) For all f ∈ R,
(
f ′fp−1

)(p−1)
= −(f ′)p. In particular,D h′

̺h

(zh) = − (h′)p

̺h
.
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Proof. (a) Letr ∈ R. Then by Lemma 6.8 (a),

r ∈ Θ ⇐⇒
(
rhp−1

)(p−1)
= 0

⇐⇒ rhp−1 ∈

p−2∑

i=0

F[xp]xi = im
d

dx

⇐⇒ rhp ∈ im δ.

In particular,δ(r)hp = δ(rhp) ∈ im δ for all r ∈ R, so (a) holds.
(b) and (c) For theF[xp]-module mapϑ : R → F[xp] given by ϑ(r) =(
rhp−1

)(p−1)
, imϑ is the ideal ofF[xp] generated by{ϑ(xj) | 0 ≤ j < p}. Note

thatxjhp−1 =
∑p−1

i=0 hix
i+j , soϑ(xj) = −hp−1−j. Sinceh 6= 0, we cannot have

hi = 0 for all 0 ≤ i < p, thusimϑ = F[xp] h, where0 6= h ∈ F[xp] is the greatest
common divisor of{hi | 0 ≤ i < p}. In particular,imϑ is a freeF[xp]-module of
rank one, and it follows thatΘ = ker ϑ is free of rankp− 1.

If δp−1 = 0, thenδp = 0 andΘ = R, which is a contradiction, asR has rank
p as anF[xp]-module. Thusδp−1 6= 0. Suppose thatδp = 0. ThenΘ = {r ∈
R | δp−1(r) = 0}, and it is clear thatF[xp] ⊆ Θ. Suppose now thatδp 6= 0.
Then,δp(x) 6= 0. If r ∈ F[xp] ∩ Θ, then0 = δp−1(r) = δp(x)

h r, sor = 0 and
F[xp] ∩Θ = 0, as asserted in (b).

(d) As ϑ(xp−1−i) = −hi, we haveRes(Dxp−1−i) = −hi
d

dzh
for 0 ≤ i <

p. Now if q̆i ∈ F[xp], 0 ≤ i < p, are taken so thath =
∑p−1

i=0 q̆ihi, then for
q̆ = −

∑p−1
i=0 q̆ix

p−1−i, it follows thatDq̆ = −
∑p−1

i=0 q̆iDxp−1−i andRes(Dq̆) =(∑p−1
i=0 q̆ihi

)
d

dzh
= h d

dzh
.

Supposer ∈ R. Then by (c), there existsu ∈ F[xp] such thatRes(Dr) =
uRes(Dq̆). Hence,Res(Dr−uq̆) = 0, r − uq̆ = t ∈ Θ, andr = uq̆ + t. This
shows thatR = F[xp]q̆ + Θ. Sinceϑ(uq̆) = uh 6= 0 for all nonzerou ∈ F[xp], it
is apparent the sum is direct.

It remains to prove part (e). We assume the stated equality holds for f, g ∈ R

and show it forf + g. Now

(f + g)′(f + g)p−1 = f ′
p−1∑

k=0

(−1)kfkgp−1−k + g′
p−1∑

k=0

(−1)kfkgp−1−k

= f ′fp−1 + g′gp−1 + f ′
p−2∑

k=0

(−1)kfkgp−1−k + g′
p−1∑

k=1

(−1)kfkgp−1−k

= f ′fp−1 + g′gp−1 +

p−2∑

k=0

(−1)k
(
f ′fkgp−1−k − fk+1g′gp−2−k

)

= f ′fp−1 + g′gp−1 +

p−2∑

k=0

(−1)k
1

k + 1

(
fk+1gp−1−k

)′
.
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Since
(
im d

dx

)(p−1)
= 0, we see thatf 7→ (f ′fp−1)(p−1) is an additive mapping on

R. Hence, it will be enough to show that
(
f ′fp−1

)(p−1)
= −(f ′)p for f = γxm,

with m ≥ 0 andγ ∈ F. This is immediate from
(
f ′fp−1

)(p−1)
=

(
γpmxmp−1

)(p−1)
= γpmx(m−1)p

(
xp−1

)(p−1)

= −γpmx(m−1)p = −
(
γmxm−1

)p

= −(f ′)p,

so the equality in (e) holds for allf ∈ R. Takingf = h gives

D h′

̺h

(zh) =

(
h′

̺h
hp−1

)(p−1)

=
1

̺h

(
h′hp−1

)(p−1)
= −

(h′)p

̺h
. �

Remark 6.11. The mapϑ : R → F[xp], r 7→
(
rhp−1

)(p−1)
, can be thought

of as an inner product with−(hp−1, . . . , h0): If we identifyr =
∑p−1

k=0 rkx
k ∈⊕p−1

k=0 F[x
p]xk with the tuple (r0, . . . , rp−1), we can viewϑ as the map

(r0, . . . , rp−1) 7→ −
∑p−1

i=0 rihp−1−i. ThenΘ is the orthogonal complement of
the line generated by(hp−1, . . . , h0).

Example 6.12. Assumeh = gm, wherem ≥ 0 andg = x − γ for someγ ∈ F.
ThenR =

⊕
i≥0 Fg

i, and

im δ =

p−2⊕

i=0

F[gp]gm+i =
⊕

j≥m
j 6≡m−1mod p

Fgj.

Now forr =
∑

i≥0 rig
i with ri ∈ F for all i,

r ∈ Θ ⇐⇒ rhp =
∑

i≥0

rig
i+mp ∈ im δ =

⊕

j≥m
j 6≡m−1mod p

Fgj

⇐⇒ ri = 0 for i ≡ m− 1 mod p.

Hence,

Θ =
⊕

j≥0
j 6≡m−1mod p

Fgj .

Recallδ0(r) = δ(rπhh
−1) = (rπhh

−1)′ h. If p ∤ m, thenπh = g and from this
we seeδ0(gj) = δ(gj+1−m) = (j + 1 − m)gj , so thatgj ∈ im δ0 exactly when
j 6≡ m−1mod p. If p | m, thenπh = 1 andδ0(gj) = δ(gj−m) = jgj−1 = d

dx(g
j),

so im δ0 = im d
dx . In either event, we have

Θ = im δ0 =
⊕

j≥0
j 6≡m−1mod p

Fgj =




⊕

0≤j<m

j 6≡m−1mod p

Fgj


⊕ im δ.

Some cases of special interest are

• for h = 1, Θ = im δ =
⊕p−2

j=0 F[x
p]xj = im d

dx ;
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• for h = x, Θ = im δ =
⊕p−1

j=1 F[x
p]xj ;

• for h = xn with 2 ≤ n < p, Θ =
(⊕n−2

j=0 Fx
j
)
⊕ im δ.

In view of Proposition 6.9, we investigate the following.

Proposition 6.13. SupposeDr + ada ∈ InderF(Ah) for somer ∈ R and a ∈
NA1(Ah). Thenr ∈ im δ, a ∈ Ah + Z(A1), andada,Dr ∈ InderF(Ah). Conse-
quently,

DΘ ∩ {ada | a ∈ NA1(Ah)} = Dim δ,

whereDΘ = {Dr | r ∈ Θ} and Dim δ = {Dr | r ∈ im δ}.

Proof. For the first statement, suppose thatDr+ada = adv for somev ∈ Ah. Then
it follows fromDr = adv−a thatv−a ∈ CA1(x). Writing v−a =

∑
i≡0mod pwiy

i,
wherewi ∈ R for all i, we haver = Dr(ŷ) = [v−a, ŷ] =

∑
i≡0mod p[wiy

i, yh] =

−
∑

i≡0mod p w
′
ihy

i. As a result,r = −w′
0h ∈ im δ andw′

i = 0 for all i > 0.
Hence,wi ∈ F[xp] for all i > 0 andw =

∑
i≡0mod p,i>0wiy

i ∈ Z(A1). Now
a = (v−w0)−w ∈ Ah +Z(A1), which implies thatada = adv−w0 andDr are in
InderF(Ah).

The assertion aboutDΘ follows from what we have just shown and the fact that
Dδ(g) = −adg for all g ∈ R by (ii) of Proposition 4.6. �

From Proposition 6.13, we can conclude the following:

Corollary 6.14. The kernel of the induced mapRes : HH1(Ah) → DerF(Z(Ah))
is

ker Res =
(
DΘ + {ada | a ∈ NA1(Ah)}

)
/InderF(Ah)

∼=
(
DΘ/Dim δ

)
⊕
(
{ada | a ∈ NA1(Ah)}/InderF(Ah)

)

∼=
(
Θ/im δ

)
⊕
(
NA1(Ah)/

(
Ah + Z(A1)

))
,

where the isomorphisms are asF[xp]-modules.

Next, we investigate the image of the mapRes. Recall from Proposition 6.10 (c)
thatRes(DR) = F[xp]h d

dzh
= F[xp]Res(Dq̆), whereq̆ is as in (d) of that propo-

sition. Now using Lemma 3.6 (c) and̆Ex(zh) = 1
̺h
Ex(h

p)zh = − (h′)p

̺h
zh, we

have

(6.15) Ĕx(x
jp) = −

hp

̺h
jx(j−1)p and Ĕx(z

k
h) = −kzkh

(h′)p

̺h
,

and thus,

Res(Ĕx) = −
1

̺h

(
hp

d

d(xp)
+ (h′)pzh

d

dzh

)
.

In particular, for

(6.16) F̆ = zhD h′

̺h

− Ĕx, we have Res(F̆ ) =
hp

̺h

d

d(xp)

by Proposition 6.10 (e).
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Theorem 6.17.Assumechar(F) = p > 0, and letRes : DerF(Ah) → DerF(Z(Ah))
be the restriction map andRes : HH1(Ah) → DerF(Z(Ah)) be the induced map.
Then the following hold.

(a) imRes = imRes is a freeZ(Ah)-submodule ofDerF(Z(Ah)) of rank 2
generated overZ(Ah) by hp

̺h
d

d(xp) and h d
dzh

, whereh is as in Proposi-
tion 6.10 (c).

(b) If t1 = xp, t2 = zh, and ifZ(Ah) is identified withF[t1, t2], thenimRes is
isomorphic to the subalgebra of the Witt algebraDerF(F[t1, t2]) generated
overF[t1, t2] byd1 = hp

̺h
d
dt1
, d2 = h d

dt2
, where

[d1, d2] =
d

dt1

(
h
) hp

̺hh
d2.

Proof. By the above and Proposition 6.10, for part (a) it suffices to show that

imRes ⊆ Z(Ah)Res(DR) + Z(Ah)Res(Ĕx).

GivenD ∈ DerF(Ah), we have established that there existg ∈ R, u ∈ Z(Ah),
z ∈ Z(A1), b ∈ NA1(Ah)6≡0 andc ∈ CA1(x), as in Lemma 6.5, such thatD = Dg+

uĔx + adb + E, whereE = zEy + adc andDg, uĔx, adb, E ∈ DerFAh. Clearly,
Res(Dg),Res(uĔx), andRes(adb) = 0 belong toZ(Ah)Res(DR)+Z(Ah)Res(Ĕx),
so it remains to argue that the same holds forRes(E). Note thatE(x) = 0, so
[E(ŷ), x] = 0, showing thatE(ŷ) ∈ CAh

(x) = Z(Ah)R. Thus,E ∈ Z(Ah)DR and
Res(E) ∈ Z(Ah)Res(DR).

For part (b), observe that

[Res(F̆ ),Res(Dq̆)] =

[
hp

̺h

d

d(xp)
, h

d

dzh

]
(6.18)

=
d

d(xp)

(
h
) hp
̺hh

h
d

dzh
=

d

d(xp)

(
h
) hp
̺hh

Res(Dq̆).

The result is apparent from that, sinced1 = hp

̺h
d
dt1

= Res(F̆ ) andd2 = h d
dt2

=

Res(Dq̆), wheret1 = xp, t2 = zh. �

Example 6.19. Assumeh = xm, with m ≥ 0. Writem = kp + n with k ≥ 0
and0 ≤ n < p, and sett1 = xp and t2 = zh, so thatZ(Ah) = F[t1, t2]. Then
hp

̺h
= tm−k

1 and

(6.20) h =

{
tm−k
1 if n = 0

tm−k−1
1 if n 6= 0.

Thus,imRes is the Lie subalgebra ofDerF(F[t1, t2]) generated overF[t1, t2] by

tm−k
1

d

dt1
and tm−k

1

d

dt2
if n = 0

tm−k
1

d

dt1
and tm−k−1

1

d

dt2
if n 6= 0.
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Special cases of this result are displayed in the table below:

h m k n generators

1 0 0 0 d
dt1
, d

dt2

x 1 0 1 t1
d
dt1
, d

dt2

x2 (p > 2) 2 0 2 t21
d
dt1
, t1

d
dt2

x2 (p = 2) 2 1 0 t1
d
dt1
, t1

d
dt2

Whenh = 1, thenRes is surjective, and by Corollary 6.14 we also knowRes is
injective, asΘ = im δ, so we retrieve a previously established result: the induced
mapRes : HH1(A1) → DerF(Z(A1)) is an isomorphism (see Theorem 3.8 (b)).

6.5. Main theorems about derivations.

Assumeh ∈ F[xp] and q̆ ∈ R are as in Proposition 6.10, so that under the
restriction map,Res(Dq̆) = h d

dzh
. Recall from (6.16) that the derivation̆F =

zhD h′

̺h

− Ĕx ∈ DerF(Ah) has the property thatRes(F̆ ) = hp

̺h
d

d(xp) . ThenRes maps

Z(Ah)Dq̆ ⊕ Z(Ah)F̆ isomorphically ontoimRes asZ(Ah)-modules by Theorem
6.17, which leads to our main result on derivations.

Theorem 6.21.Assumechar(F) = p > 0. Then as aZ(Ah)-module,

(6.22) DerF(Ah) = Z(Ah)Dq̆ ⊕ Z(Ah)F̆ ⊕
(
DΘ + {ada | a ∈ NA1(Ah)}

)
,

where

(i) Dr(x) = 0, Dr(ŷ) = r, for all r ∈ R;
(ii) DΘ = {Dr | r ∈ Θ} andΘ = {r ∈ R | Res(Dr) = 0} as in Proposition

6.10 (a);
(iii) Dq̆ is as in Proposition 6.10 (d);
(iv) F̆ = zhD h′

̺h

− Ĕx = zhD h′

̺h

− hp

̺h
Ex. Hence,F̆ (x) = −hp

̺h
yp−1, and

F̆ (ŷ) =
hp

̺h

p−2∑

k=1

(−1)k

(k + 1)k
h(k+1)yp−k +

hp

̺h

(
∂p(h)y + ∂p(h

′)
)
,

where∂p is as in(3.7).

Proof. SupposeD ∈ DerF(Ah). Then there existu, v ∈ Z(Ah) such thatRes(D) =

uh d
dzh

+ v hp

̺h
d

d(xp) = uRes(Dq̆) + vRes(F̆ ) = Res(uDq̆ + vF̆ ). Consequently,

D − uDq̆ − vF̆ belongs toker Res, which isDΘ + {ada | a ∈ NA1(Ah)} by
Proposition 6.9. This implies thatD belongs to the right-hand side of (6.22). But
since the right-hand side is clearly contained inDerF(Ah), we have the result. The
action ofF̆ onx andŷ is a consequence of Lemma 3.6. �

Corollary 6.23. There exists a finite-dimensional subspaceS of R such thatΘ =
S⊕ im δ and

DerF(Ah) = Z(Ah)Dq̆ ⊕ Z(Ah)F̆ ⊕
(
DS ⊕ {ada | a ∈ NA1(Ah)}

)
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as aZ(Ah)-module, whereDS = {Ds | s ∈ S} andS = 0 if Θ = im δ.

The information in Examples 6.12 and 6.19, coupled with Theorem 6.21, en-
ables us to determineDerF(Ah) explicitly for anyh = xm.

Corollary 6.24. Leth = xm, wherem = kp+ n, k ≥ 0, and0 ≤ n < p. Then

(i) DerF(Ah) = Z(Ah)Dxp−1⊕Z(Ah)x
m(p−1)Ex⊕DS⊕{ada | a ∈ NA1(Ah)}

if n = 0, and
(ii) DerF(Ah) = Z(Ah)Dxn−1⊕Z(Ah)x

(m−k)pEx⊕DS⊕{ada | a ∈ NA1(Ah)}
if 1 ≤ n < p,

whereS = spanF{x
i | 0 ≤ i < m, i 6≡ n− 1mod p} in (i) and(ii) .

Proof. (i) If n = 0, then as in (6.20) we haveh = (xp)m−k = hp−1, and so
q̆ = −xp−1. Sinceh′ = 0, F̆ = −hp

̺h
Ex = −xm(p−1)Ex.

(ii) If n 6= 0, hp−1 = (xp)m−k−1 · xp−n, h = (xp)m−k−1, and q̆ = −xn−1.
Sinceh′ = nxm−1 and̺h = xkp, we haveF̆ = zhD h′

̺h

− Ĕx = nzhDxn−1 −

x(m−k)pEx.
In both (i) and (ii), the subspaceS can be determined from Example 6.12.�

Here are a few particular instances of these results.

Example 6.25.

• Whenh = 1, thenq̆ = −xp−1, Dq̆ = −Ey, andF̆ = −Ex, so that

DerF(A1) = Z(A1)Ex ⊕ Z(A1)Ey ⊕ InderF(A1) (Theorem 3.8).

• Whenh = x, thenq̆ = −1, Dq̆ = −D1, F̆ = zhD1 − xpEx, and

DerF(Ax) = Z(Ax)D1 ⊕ Z(Ax)x
pEx ⊕ InderF(Ax).

(That {ada | a ∈ NA1(Ax)} = InderF(Ax) follows from Theorem 6.29
below, or this could be deduced from Theorem 2.17.)

• Whenh = xn, 2 ≤ n < p, thenS = spanF{x
i | 0 ≤ i ≤ n− 2} and

DerF(Axn) = Z(Axn)Dxn−1 ⊕Z(Axn)xnpEx⊕DS⊕{ada | a ∈ NA1(Axn)}.

The next example generalizes then = 0 case above.

Example 6.26. Assumeh ∈ F[xp]. Thenh = hp−1; q̆ = −xp−1; Θ = {r ∈
R | rhp−1 ∈ im d

dx} = im d
dx as hp−1 ∈ F[xp] and r′hp−1 = (rhp−1)′. Since

δ0(r) = (rh−1)′h = r′ ∈ im d
dx , we haveim δ0 = im d

dx = Θ. Now F̆ =

zhD h′

̺h

− Ĕx = −λhp−1Ex, whereλ is the leading coefficient ofh. Thus,

DerF(Ah) = Z(Ah)Dxp−1 ⊕ Z(Ah)h
p−1Ex ⊕DS ⊕ {ada | a ∈ NA1(Ah)},

whereS = spanF{x
i | 0 ≤ i < deg h, i 6≡ −1mod p}.
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Proposition 6.27.SupposeD = uDq̆+vF̆+Dr+ada ∈ InderF(Ah), whereu, v ∈
Z(Ah), r ∈ Θ, anda ∈ NA1(Ah). Thenu = 0 = v, r ∈ im δ anda ∈ Ah+Z(A1).
Thus,HH1(Ah) = DerF(Ah)/InderF(Ah) ∼= Z(Ah)Dq̆ ⊕ Z(Ah)F̆ ⊕H, where

H = ker Res =
(
DΘ + {ada | a ∈ NA1(Ah)}

)
/
(
Dim δ + {ada | a ∈ Ah}

)
,

∼=
(
Θ/im δ

)
⊕
(
NA1(Ah)/

(
Ah + Z(A1)

))
,

and this decomposition ofH is as anF[xp]-module.

Proof. Applying D to Z(Ah) shows thatu = 0 = v. The remaining assertions
come directly from Proposition 6.13. �

6.6. HH1(Ah) as aZ(Ah)-module.
Proposition 6.27 gives aZ(Ah)-module decomposition ofHH1(Ah), sinceRes is

aZ(Ah)-module map. The main result of this section is Theorem 6.29,which pro-
vides necessary and sufficient conditions forHH1(Ah) to be a freeZ(Ah)-module.
Our proof of this result uses the mapδ0 : R → R with δ0(r) = δ(ra0), where
a0 = πhh

−1, along with the properties in Section 4.8 thatδ0 satisfies.

Lemma 6.28. LetΘ = {r ∈ R | Res(Dr) = 0} as in Proposition 6.10 (a). Then

(i) im δ ⊆ im δ0 ⊆ Θ;
(ii) δ0(1) = 0 if and only if h

πh̺h
∈ F∗;

(iii) im δ0 is a freeF[xp]-submodule ofR of rankp− 1;
(iv) If h

πh̺h
∈ F∗, then im δ0 = Θ, andR = F[xp]q̆ ⊕ Θ = F[xp]q̆ ⊕ im δ0,

whereq̆ is as in (d) of Proposition 6.10.

Proof. (i) Recall from (a) of Lemma 4.14 thatDδ0(r) = −adra0 for r ∈ R. This
implies thatRes(Dδ0(r)) = 0, whereRes is the restriction toZ(Ah), and hence that
im δ0 ⊆ Θ. That im δ ⊆ im δ0 follows easily from the factδ(r) = δ(r h

πh

πh

h ) =

δ0(r
h
πh

) for all r ∈ R.

(ii) By Lemma 4.28 (a),δ0(1) = 0 if and only if1 ∈ kerδ0 = (R∩Z(Ah))
h

πh̺h
=

F[xp] h
πh̺h

; whenceδ0(1) = 0 if and only if h
πh̺h

∈ F∗.
(iii) The identity δ0(rs) = rδ0(s) + r′sπh = rδ0(s), which holds for allr ∈

F[xp] by (b) of Lemma 4.14, implies thatim δ0 is anF[xp]-submodule of the free
F[xp]-moduleR. As F[xp] is a Dedekind domain, it is hereditary, soim δ0 is free,
and the short exact sequence

0 → kerδ0 → R
δ0−→ im δ0 → 0

splits. Sincekerδ0 = F[xp] h
πh̺h

has rank1, it follows thatim δ0 has rankp− 1.

(iv) Assume h
πh̺h

∈ F∗. Let us first dispose of the case thath ∈ F[xp]. Then

πh = 1, h
̺h

∈ F∗, andδ0 = d
dx , so thatim δ0 = im d

dx . From Example 6.26, we

haveq̆ = −xp−1, Θ = im d
dx , andR = F[xp]q̆ ⊕ im d

dx = F[xp]q̆ ⊕ im δ0.
Henceforth, we assumeh 6∈ F[xp]. Suppose we can show that in this case there

existsκ ∈ R such thatR = F[xp]κ ⊕ im δ0. Then sinceim δ0 ⊆ Θ by (i), and
R 6= Θ by Proposition 6.10, it follows thatκ 6∈ Θ. Any r ∈ Θ must have trivial



42 BENKART, LOPES, AND ONDRUS

projection ontoF[xp]κ, asRes(Dr) = 0. Hence,Θ ⊆ im δ0, equality would hold,
and (iv) would follow from Proposition 6.10.

By (iii), it will be enough to show that theF[xp]-moduleR/im δ0 is torsion free,
as this will imply it is free, so that the natural epimorphismR → R/im δ0 will
yield the decompositionR = K⊕ im δ0, for some rank-one freeF[xp]-submodule
K = F[xp]κ.

Claim: TheF[xp]-moduleR/im δ0 is torsion free.

Proof of the claim:We will show that whenevers ∈ R, 0 6= w ∈ F[xp], and
ws ∈ im δ0, thens ∈ im δ0. We can assumew /∈ F.

First notice thatR = F[xp]xp−1 ⊕ im d
dx , so thatR/im d

dx is a torsion-freeF[xp]-
module. This means that ifw ∈ F[xp] dividesr′, for somer ∈ R, thenr′ = wr̃ ′

for somer̃ ∈ R.
By assumption h

πh̺h
∈ F∗, so we have thatδ0(r) = rδ0(1) + r′πh = r′πh by

(ii). Thus, we need to show thatw | r′πh impliesw | r′, for all r ∈ R. Since we
are in the caseh 6∈ F[xp], we can assumeπh = u1 · · · uℓ′ , where theui are distinct
monic prime factors ofh in R andui 6∈ F[xp] for all i = 1, . . . , ℓ′. Suppose that
w | r′πh for somer ∈ R. Let v be a prime factor ofw in R, and letα ≥ 1 be the
largest power ofv that dividesw. Sincew ∈ F[xp], this implies thatvα ∈ F[xp].
The claim will be proved if we show thatvα dividesr′. This is clear ifv andui are
coprime for alli, so we can assume, without loss of generality, thatv = u1. Since
u1 6∈ F[xp], it follows thatp | α, sayα = pn for somen ≥ 1, andupn−1

1 dividesr′.

In particular,up(n−1)
1 ∈ F[xp] dividesr′, so by the above there existsr̃ ∈ R so that

r′ = u
p(n−1)
1 r̃ ′. Moreover,up−1

1 divides r̃ ′. We will finish the proof of the claim
by showing that this implies thatup1 dividesr̃ ′. This will be accomplished in three
steps:

Step 1: Assumeu1 = x. Thentxp−1 = r̃ ′, for somet ∈ R. In particular,
txp−1 ∈ im d

dx =
⊕p−2

i=0 F[xp]xi, so t ∈
⊕p−1

i=1 F[xp]xi. Hencex divides t, and
u
p
1 = xp dividesr̃ ′.

Step 2: Assumedeg u1 = 1. Then there isξ ∈ F so thatu1 = x− ξ. Note that
the automorphismσξ : R → R given byx 7→ x+ ξ commutes with the derivation
d
dx , as(x+ ξ)′ = 1. Thus, if we applyσξ to the relatioñr ′ = u

p−1
1 t we obtain

σξ(r̃)
′ = σξ(r̃

′) = σξ(u1)
p−1σξ(t) = xp−1σξ(t).

Then byStep 1we have thatσξ(r̃ ′) = xpt̃, for somẽt ∈ R. Applying σ−1
ξ = σ−ξ

to that relation, we obtaiñr′ = (x− ξ)p σ−ξ(t̃), so thatup1 dividesr̃ ′.

Step 3: The general case. Consider the factorizationf
β1
1 · · · fβk

k of u1 into linear
factors over the algebraic closureF of F. As u1 6∈ F[xp], we have thatu1′ 6= 0,
so u1 andu′1 are coprime. This implies thatβj = 1 for all j, and thusup−1

1 =

f
p−1
1 · · · fp−1

k . Sincedeg fj = 1, we can applyStep 2to conclude that for allj, fpj
divides r̃ ′ in F[x]. Hence,up1 divides r̃ ′, and this occurs inF[x], asup1 andr̃ ′ are
in F[x].
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Thus, the claim is established, and there isκ ∈ R so thatR = F[xp]κ ⊕ im δ0.
As we have argued earlier, this is sufficient to give the assertions in (iv). �

Theorem 6.29. Assumechar(F) = p > 0, and letDq̆ and F̆ be as in Theorem
6.21. ThenHH1(Ah) = DerF(Ah)/InderF(Ah) is a freeZ(Ah)-module if and only
if h

πh
∈ F∗. When h

πh
∈ F∗, then

DerF(Ah) = Z(Ah)Dq̆ ⊕ Z(Ah)F̆ ⊕ InderF(Ah),

so thatHH1(Ah) is a freeZ(Ah)-module of rank2 with Z(Ah)-basis{Dq̆, F̆}.

Proof. Suppose first thatHH1(Ah) is a freeZ(Ah)-module. AsZ(Ah) is a domain,
HH1(Ah) is torsion free overZ(Ah). Note thathpada1 = adhpa1 = adhpπhy ∈
InderF(Ah), soada1 ∈ InderF(Ah), becausehp ∈ Z(Ah). This implies thatπh =
[πhy, x] = ada1(x) ∈ [Ah,Ah] ⊆ hAh, by [BLO1, Lem. 6.1]. Henceh dividesπh
and h

πh
∈ F∗.

Conversely, assumehπh
= λ ∈ F∗. Thena0 = πhh

−1 = λ−1, andδ0(r) =

δ(λ−1r) for all r ∈ R. Therefore,im δ = im δ0 = Θ, where the last equal-
ity follows from (iv) of Lemma 6.28. By (a) of Corollary 6.23,DerF(Ah) =

Z(Ah)Dq̆ ⊕ Z(Ah)F̆ ⊕ {ada | a ∈ NA1(Ah)}. Now supposea ∈ NA1(Ah).
As in Remark 2.20,a = b + c whereb ∈ NA1(Ah)6≡0, and c ∈ NA1(Ah)≡0.
Because h

πh
∈ F∗, we know b ∈ Ah. By Lemma 4.8,adc = Df for some

f ∈ CAh
(x) = Z(Ah)R. As R = F[xp]q̆ ⊕ Θ = F[xp]q̆ ⊕ im δ, it follows

that CAh
(x) = Z(Ah)q̆ ⊕ Z(Ah)im δ. We may assumef = uq̆ +

∑
i viδ(ri)

for someu, vi ∈ Z(Ah) andri ∈ R. But thenadc = Df = uDq̆ +
∑

i viDδ(ri) =
uDq̆−

∑
i viadri by (ii) of Proposition 4.6. The directness of the decomposition in

Theorem 6.21 forcesu = 0, andadc = −
∑

i viadri = −
∑

i adviri ∈ InderF(Ah).
This shows that{ada | a ∈ NA1(Ah)} = InderF(Ah) and completes the proof.�

Remark 6.30. Whenh = x, then h
πh

∈ F∗, so Theorem 6.29 gives the result
{ada | a ∈ NA1(Ax)} = InderF(Ax) mentioned in Example 6.25.

Remark 6.31. When h
πh

∈ F∗, it follows from Theorem 6.29 and Proposition 6.27

that H = ker Res = 0. Hence, in this case,HH1(Ah) is isomorphic via the map
Res to the subalgebra of the Witt algebraDerF(F[t1, t2]) generated overF[t1, t2] by
the derivationsd1 = hp d

dt1
, d2 = h d

dt2
, wheret1 = xp andt2 = zh, (see Theorem

6.17 for details).

6.7. Products in DerF(Ah).

Supposeu, v ∈ Z(Ah) andD,E ∈ DerF(Ah). Then

(6.32) [uD, vE] = uD(v)E − vE(u)D + uv[D,E].

Equation (6.32) tells us that to compute products inDerF(Ah), it suffices to know
the action of the restrictionRes(D) onZ(Ah) = F[xp, zh] for all derivationsD in

B =
{
Dq̆, F̆ ,Dr, ada | r ∈ Θ, a ∈ NA1(Ah)

}
, whereDq̆ andF̆ = zhD h′

̺h

− Ĕx
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are as in Theorem 6.21, and the commutator[D,E] for all pairsD 6= E in B. The
first part is easy, since

Res(Dq̆) = h
d

dzh
, Res(F̆ ) =

hp

̺h

d

d(xp)
, and

Res(Dr) = 0 = Res(ada) ∀ r ∈ Θ, a ∈ NA1(Ah).

(6.33)

Now it follows from Theorem 2.17 that anya ∈ NA1(Ah) has the forma =
b + c, whereb ∈ NA1(Ah)6≡0, c ∈ NA1(Ah)≡0, andb is a sum of terms of the
form ran with an = πhh

n−1yn for n ≥ 1, andr ∈ R. Lemma 4.8 says that
adc = Df =

∑
i ziDri for somef =

∑
i ziri ∈ CAh

(x) = Z(Ah)R. Hence, we
are able to reduce our considerations to products of the formin (a)-(e) below, so
that the commutator of any pair of derivations inB can be deduced from the next
proposition.

Proposition 6.34. Let an = πhh
n−1yn for all n ≥ 0, and assumea−1 = 0. The

Lie brackets inDerF(Ah) satisfy the following, whereδ0(r) = (rπhh
−1)′h, as in

(4.13).

(a) [Df ,Dg] = 0 for all f, g ∈ R.
(b) [Dg, adran ] = nadgran−1 = nadcan−1 in HH1(Ah), wherec is the remain-

der of the division ofgr by h
πh

in R.

(c) [adram , adsan ] = adqam+n−1 = addam+n−1 in HH1(Ah) for all r, s ∈ R

and allm,n ≥ 0, whereq = mrδ0(s) − nsδ0(r), andd is the remainder
of the division inR of q by h

πh
.

(d) Assumer ∈ R andm = kp + n, wherek ≥ 0 and0 ≤ n < p. Then in
HH1(Ah),

(6.35) [Ĕx, adram ] = zkh [Ĕx, adran ] =

{
zk+1
h adζnan−1 if 1 ≤ n < p,

zkh [Dδ0(r), Ĕx] if n = 0,

whereζn = h
πh̺h

δ0(r) + nr h′

̺h
, and the product[Dδ0(r), Ĕx] can be com-

puted using (e).
(e) For g ∈ R, [Dg, Ĕx] = De + adb, whereb = b1 + b2 with

b1 =
ghp−1

̺h
yp−1 ∈ NA1(Ah), b2 =

p−1∑

k=2

(−1)k
(gh−1)(k−1)hp

̺h

yp−k

p− k
∈ Ah,

ande =
(
[Dg, Ĕx]− adb

)
(ŷ) ∈ CAh

(x).

Proof. Part (a) is clear, and parts (b) and (c) are immediate from Lemma 4.15. For
(d), we haveam = zkhan so that

[Ĕx, adram ] = [Ĕx, z
k
hadran ] = Ĕx(z

k
h)adran + zkh [Ĕx, adran ]

= −kzkh adr (h′)p

̺h
an

+ zkh [Ĕx, adran ] = zkh [Ĕx, adran ]
(6.36)
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by (6.15), where the last equality holds becauseh′an ∈ Ah (see Theorem 2.17(b)).
In particular, whenn = 0, then[Ĕx, adram ] = zkh [Ĕx, adra0 ] = zkh[Dδ0(r), Ĕx] as
claimed in (d), sinceadra0 = −Dδ0(r).

Assume1 ≤ n < p. Then the equalities[Ĕx, adran ] =
hp

̺h
adEx(rπhhn−1)yn and

hp

̺h
Ex(rπhh

n−1)yn =
1

̺h

p−1∑

k=1

(−1)k−1

k
(rπhh

n+p−1)(k)yn+p−k−
hp

̺h
∂p(rπhh

n−1)yn

follow directly from Lemma 3.6. By Lemma 4.23, we have that(rπhh
n+p−1)(k) ∈

Rhn+p−k+1 + Rhn+p−kh′ for all k ≥ 2, so that

1

̺h

p−1∑

k=2

(−1)k−1

k
(rπhh

n+p−1)(k)yn+p−k ∈ Ah,

as̺h divides bothh andh′. Sincen < p, hp

̺h
∂p(rπhh

n−1)yn ∈ Ah. Thus, modulo
Ah we have

hp

̺h
Ex(rπhh

n−1)yn =
1

̺h
(rπhh

n+p−1)′yn+p−1 = zh ζnan−1,

whereζn = h
πh̺h

δ0(r) + nr h′

̺h
. This combined with (6.36) gives (d) forn 6= 0.

To compute[Dg, Ĕx] in part (e), note that sinceDg(x) = 0, Lemma 4.16 implies

[Dg, Ĕx](x) =
hp

̺h

p−1∑

k=1

(
p− 1

k

)
(gh−1)(k−1)yp−1−k

=

p−1∑

k=1

(−1)k
(gh−1)(k−1)hp

̺h
yp−1−k.

Let

(6.37) b =

p−1∑

k=1

(−1)k
(gh−1)(k−1)hp

̺h

yp−k

p− k
∈ A1.

Observe thatadb(x) = [Dg, Ĕx](x) ∈ Ah, and

(6.38) b1 =
ghp−1

̺h
yp−1 = g

h

πh̺h
(πhh

p−2yp−1) = g
h

πh̺h
ap−1 ∈ NA1(Ah).

It is easy to deduce from Lemma 4.18 that(gh−1)(k−1)hk

̺h
∈ R for all k ≥ 2, and

thus

b2 =

p−1∑

k=2

(−1)k
(gh−1)(k−1)hp

̺h

yp−k

p− k
∈ Ah.

As a result,b = b1 + b2 ∈ NA1(Ah).
NowG = [Dg, Ĕx]− adb ∈ DerF(Ah) satisfiesG(x) = 0 so that0 = [G(ŷ), x].

This shows thate = G(ŷ) ∈ CAh
(x). But then(De −G)(x) = 0 = (De −G)(ŷ),

which implies thatG = De. Consequently,[Dg, Ĕx] = De + adb, as desired. �
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It remains to determine the expression fore =
(
[Dg, Ĕx]−adb

)
(ŷ) in part (e) of

Proposition 6.34. We do so by considering the terms of[Dg, Ĕx](ŷ) that centralize
x. Define the projection mapP : A1 → CA1(x) by P(ryk) = ryk if p | k and
P(ryk) = 0 otherwise. Note thatP(Ah) = CAh

(x) andP(ra) = rP(a) for all
r ∈ R anda ∈ A1.

Lemma 6.39. Letg, r ∈ R. Then

(a) P(Dg(h
nyn)) = hn

(
gh−1

)(n−1)
for 1 ≤ n ≤ p;

(b) P([ryn, ŷ]) = rh(n+1) for 1 ≤ n < p andP([r, ŷ]) = −r′h.

Proof. Corollary 4.17 (a) impliesDg(h
nyn) =

∑n
k=1

(n
k

)
hn
(
gh−1

)(k−1)
yn−k for

all 1 ≤ n ≤ p, and (a) is a direct consequence of this. Now (2.12) says[ryn, ŷ] =

−(rh)′yn +
∑n+1

k=1

(n+1
k

)
rh(k)yn+1−k. Applying the mapP to that yields (b). �

Proposition 6.40. For g ∈ R, write [Dg, Ĕx] = De + adb, with e ∈ CAh
(x) and

b ∈ NA1(Ah) as in Proposition 6.34. Assume∂p is as in(3.7). Then
(6.41)

e =
1

̺h

(
p−1∑

k=1

(−1)k−1

k
(ghp−1)(k)h(p−k)

)
+

hp−1

̺h

(
h∂p(g)− g∂p(h)

)
∈ R.

Proof. Note thatP ((De + adb)(ŷ)) = P(e + [b, ŷ]) = e + P([b, ŷ]), so by (6.37)
and Lemma 6.39, we have

P ((De + adb)(ŷ)) = e+
1

̺h

p−1∑

k=1

(−1)k−1

k
P
([

(ghp−1)(k−1)yp−k, ŷ
])

= e+
1

̺h

p−1∑

k=1

(−1)k−1

k
(ghp−1)(k−1)h(p+1−k)

= e+
1

̺h

p−2∑

k=1

(−1)k

k + 1
(ghp−1)(k)h(p−k).

On the other hand,

(De + adb)(ŷ) = [Dg, Ĕx](ŷ) = Dg(Ĕx(ŷ))− Ĕx(g)

=
1

̺h
Dg(h

′hpyp) +
1

̺h

p−2∑

k=1

(−1)k−1

(k + 1)k
h(k+1)hkDg(h

p−kyp−k)

−
hp−1

̺h
∂p(h)Dg(hy)−

hp

̺h

p−2∑

k=0

(−1)k

k + 1
g(k+1)yp−1−k +

hp

̺h
∂p(g).
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Hence,

P ((De + adb)(ŷ)) =
1

̺h

p−2∑

k=1

(−1)k−1

(k + 1)k
h(k+1)(ghp−1)(p−k−1)

+
1

̺h
h′(ghp−1)(p−1) +

hp−1

̺h

(
h∂p(g) − g∂p(h)

)
.

Equating both expressions forP ((De + adb)(ŷ)) gives

̺he = h′(ghp−1)(p−1) + hp−1 (h∂p(g)− g∂p(h))

+

p−2∑

k=1

(−1)k−1

(k + 1)k
h(p−k)(ghp−1)(k) +

p−2∑

k=1

(−1)k−1

k + 1
(ghp−1)(k)h(p−k)

=

p−1∑

k=1

(−1)k−1

k
(ghp−1)(k)h(p−k) + hp−1

(
h∂p(g) − g∂p(h)

)
. �
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